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Abstract

In this thesis, we consider the study of some hyperbolic problems (equations and

system of equations) with the presence of a viscoelastic term under some assumptions

on initial data and boundary conditions, conditions on damping and source terms. The

focuss of the study is on the existence and asymptotic behavior of solutions

Keywords: Nonlinear wave equation, Time delay term, Decay rate, Multiplier

method, p−Laplacian, Plate equation; Viscoelastic term; Delay term, Nonlinear time-

varying delay, Emden-Fowler wave equation; blow-up.
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Résumé

Dans cette these, on considere l’études théorique de quelques problemes de type hy-

perbolique (équations et systemes des équations) à terme viscoélastique sous quelques

hypotheses sur les conditions initiale et au bord, des conditions sur les termes de dissipa-

tion, termes sources. Nous avons étudié l’existence et le comportement asymptotique de

l’énergie des solutions.

Mots-clés: Equations des ondes nonlineaire, Terme de retard, Mémoire infinie,

Méthode de Multiplicateyr, déccroissance polynôme, stabilité exponentielle, semigroupe.
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Introduction

Motivation

The problem of stabilization and control of PDEs play a pivotal role in the current

paradigm of fundamental sciences. Evolution equations, i.e., partial differential equa-

tions with time t as one of the independent variables, arise not only in many fields of

mathematics, but also in other branches of science such as physics, mechanics and mate-

rial science. For example, Navier-Stokes and Euler equations of fluid mechanics, nonlin-

ear reaction-diffusion equations of heat transfers and biological sciences, nonlinear Klein-

Gorden equations and nonlinear Schrodinger equations of quantum mechanics and Cahn-

Hilliard equations of material science, to name just a few, are special examples of nonlinear

evolution equations. Complexity of nonlinear evolution equations and challenges in their

theoretical study have attracted a lot of interest from many mathematicians and scientists

in nonlinear sciences.

The model here considered are well known ones and refer to materials with memory as

they are termed in the wide literature which is concerned about their physical, mechan-

ical behavior and the many interesting analytical problems. The physical characteristic

property of such materials is that their behavior depends on time not only through the

present time but also through their past history.

The problem of stabilization consists in determining the asymptotic behavior of the en-

ergy by E(t), to study its limits in order to determine if this limit is null or not and if this

limit is null, to give an estimate of the decay rate of the energy to zero, they are several

type of stabilization:

1. Strong stabilization: E(t)→ 0, as t→∞.

2. Uniform stabilization: E(t) ≤ Cexp(−δt), ∀t > 0, (C, δ > 0).

3. Polynomial stabilization: E(t) ≤ Ct−δ,∀t > 0, (C, δ > 0).

4. Logarithmic stabilization: E(t) ≤ C(ln(t))−δ,∀t > 0, (C, δ > 0).

In recent years, an increasing interest has been developed to study the dynamical behavior

3
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of several thermoelastic problems so as to describe the thermo-mechanical interactions in

elastic materials. In the begining, people mainly considered the dynamical problems of

classical thermoelastic systems, the 1−D linear model of wich is given as follows:
utt − uxx − bθx = 0, x ∈ (0, L), t > 0

θt + θxx + buxt = 0, x ∈ (0, L), t > 0

(1)

Where u(x, t) denotes the deplacement of the rod at time t, and θ(x, t) is the tempera-

ture difference with respect to a fixed reference temperature. In 1960s,Dafermos in [93]

discussed the existence of solution of the classical thermoelastic system and showed the

asymptotic stability of the system under certain condition.Rivera further proved that the

solution of this kind of thermoelastic system decays exponentially.

The classical thermoelasticity is mainly modeled based on the Fourier’s law, in wich the

speed of thermal propagation is infinite. This violates practical conditions, since the whole

materials will not fell instantly at a sudden didturbance in some point(see[64]). In or-

der to eliminate this paradox, Lord and Shulman in [72] employed the modified Fourier’s

law, proposed by Cattaneo (named Cattaneo’s law), and developed what now is known

as extended thermoelasticity. Based on this nonclassical thermoelastic theory, many nice

results on large time behavior of the thermoelastic systems.

In 1990s, three thermoelastic theories, known as typeI, typeII and type III, respectively,

were proposed by Green and Naghdi[61]. They developed their theories by introducing

the thermal displacement τ satisfying the following equation.

τ(., t) =

∫ t

0

θ(., s)ds+ τ(., 0) (2)

The typeI theory is consistent with the classical thermoelasticity. the type II is also

named thermoelasticity without dissipation, that is, the energy is conservative. these two

theories, type I and type II, are restricted cases of the type III given as follows.
ρu′′ − (aux − lθ)x = 0,

cτ ′′ + lu′x − (βθx + kτx)x = 0.

(3)

When k = 0, the above system becomes(1), the so-called type I thermoelasticity (classical

one), and when b = 0, the following thermoelastic system is obtained, named type II
ρu′′ − (aux − lθ)x = 0,

cτ ′′ + lu′x − kτxx = 0.

(4)

Contents
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Based on these three types of thermoelasticity, there has been an extensive literature on

the decay rate for thermoelastic systems in recent years. We refer for instance, ([117]) for

the exponential decay and polynomial decay of multi-dimensional thermoelasticity of type

III by observability estimates; [58] for the exponential decay for thermoelasticity of type II

with porous damping based on frequency domain analysis; [60]) for the stability analysis

of thermoelastic Timoshenko-type systems of type III by energy multiplier method; and

for the spectral properties of thermoelasticity of type II and for the stability analysis of

transmission problem between thermoelasticity and pure elasticity at the interfaces; and

[69]for analyticity of solution of thermoelasticities.

From the above results on asymptotic behavior of the systems, we find that for the linear

1−D thermoelastic models of type I and type III, the thermal effects are all always strong

enough to stabilize the system exponentially, while the one of type II is a conservative

system in which there is no dissipation. Thus, an interesting issue is roused that whether or

not the system can achieve exponential decay rate when mixing two of them (type I, type

II, type III) together, that is, in one part of the domain we have a type of thermoelasticity,

but in the other part of the domain, we have another type of thermoelasticity coupling

with certain transmission condition at the interface. The dynamical behavior of this kind

of transmission problem is difficult to analyze, since coupling exist not only between the

therm and elasticity but also at the interface. Liu and Quintanilla in [59]considered the

asymptotic behavior of the mixed type II and type III thermoelastic system. They proved

that the system is lack of exponential decay rate bat achieves polynomial decay under

certain condition. However, the sharpness of the polynomial decay rate for this kind of

system is still unknown, wich is very tough issue due to the complex couplings.

Conserved and dissipated quantities

The notion of dissipative - of number, energy, mass, momentum - is a fundamental prin-

ciple that can be used to derive many partial differential equations.

Any function, especially one with several independent variables, carries a huge amount

of information. The questions we want to answer about PDEs are often simple, however.

Complete knowledge of the details of an equation’s solution are frequently unavailable,

and would be overkill in any event. It is therefore useful to study coarse grained quantities

that arise in PDEs in order to circumvent a complete analysis of these problems. Notice

this philosophy has a long history in science: physicists and chemists like to talk about a

system’s energy or entropy, which can be understood without any intimate knowledge of

the microscopic details.

For some solution of a PDE u(x, t), we can define a coarse-grained quantity as a functional,

Contents
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which is a mapping from u to the real numbers. For example,∫
Ω

udx,

∫
Ω

u2
xdx,

∫
Ω

u4
xxdx,

are all examples of functionals. It often happens that functionals represent quantities

of physical interest mass, energy, momentum, etc. ? but such an interpretation is not

essential for these objects to be useful.

Suppose E is some functional of u(x, t) of the form

E[u] =

∫
Ω

f(u, ux, . . . )dx.

so that E depends on t, but not on the variable x which has been integrated out. There

are two common properties which depend on the time evolution of E. If E ′ = 0, then E

is called conserved. If E ′ ≤ 0, then E is called dissipated.

Suppose u solves the wave equation and boundary conditions

u′′ − uxx = 0, u(0, t) = 0 = u(L, t).

Then the energy functional (essentially the sum of kinetic and potential energy)

E(t) =
1

2

∫ L

0

u′2 + u2
xdx,

is conserved. Indeed,

E ′(t) =

∫ L

0

u′u′′ + uxu
′
xdx = [uxu

′]L0 +

∫ L

0

u′u′′ + u′uxxdx = 0

where integration by parts and the boundary condition was used for the second equality.

The fact that E remains the same for all t has profound qualitative implications. Any

solution which has wave oscillations initially (so that the energy is positive) must continue

to have oscillations for all time - they never die out, for example. Conversely, if the initial

conditions are quiescent, so that E = 0, then this must happen forever. Notice we learn

these things without ever finding a solution of the equation.

As another example, suppose u solves the diffusion equation

u′ − uxx = 0, u(0, t) = 0 = u(L, t).

Then the energy functional

E(t) =
1

2

∫ L

0

u2
xdx,

is dissipated, since

E ′(t) =

∫ L

0

uxu
′
xdx = −

∫ L

0

u′uxxdx = −
∫ L

0

u2
xxdx < 0

Contents
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where again integration by parts and the boundary condition was used.

We can interpret E as follows. The arclength of x−cross sections of u can be approximated

for small ux as ∫ L

0

√
1 + u2

xdx ≡
∫ L

0

1 +
1

2
u2
xdx.

Since E ′ ≤ 0, the approximate arclength must also diminish over time. This means the

graph of u(x, .) gradually becomes smoother, and oscillations die away. This statement

will be made perfectly quantitative by solving the equation outright using separation of

variables.

Overview of the dissertation and Target problems

The thesis divided in to four chapters beginning by a general introduction.

The First Chapter

This chapter summarizes some concepts, definitions and results which are mostly relevant

to the undergraduate curriculum and are thus assumed as basically known, or have

specific roots in rather distant areas and have rather auxiliary character with respect to

the purpose of this study. In the next four chapters, we develop our main results for

nonlinear evolution problems of hyperbolic type

The second Chapter

In this chapter, We consider the nonlinear (in space and time) wave equation with delay

term in the internal feedback. Under conditions on the delay term and the term without

delay, we study the asymptotic behavior of solutions using the multiplier method and gen-

eral weighted integral inequalities. This is published in [Kh. Zennir and L. L. Lakhdar,

Energy decay result for a nonlinear wave p−Laplace equation with a delay term, MATH-

EMATICA APPLICANDA, Vol. 45(1) 2017, p. 65-80. doi: 10.14708/ma.v45i1.603]

The third Chapter

This chapter, an extensible viscoelastic plate equation with a nonlinear time-varying de-

lay feedback and nonlinear source term is considered. Under suitable assumptions on

relaxation function, nonlinear internal delay feedback and source term, we establish gen-

eral decay of energy by using the multiplier method if the weight of weak dissipation

and the delay satisfy µ2 < µ1α1(1−d)
α2(1−α1d)

. This is published in [B. Feng, Kh. Zennir and

Contents
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L. L. Lakhdar, General decay of solutions to an extensible viscoelastic plate equation

with a nonlinear time-varying delay feedback, Bull. Malays. Math. Sci. Soc. (2018).

https://doi.org/10.1007/s40840-018-0602-4]

The fourth Chater

The main contributions here are to show the lack of exponential stability and to prove

that the t−1 is the sharp decay rate of problem (4.1). That is to show that for this types of

materials, the dissipation produced by the weak-infinite memories are not strong enough

to produce an exponential decay of the solution under usual/non usual conditions on the

the relaxation functions’s growth. This work extends the previous results by [3], [26] to

the weak-viscoelasticities in two parts. In order to fill this gaps, we use an appropriate es-

timates.This is paper [L. L. LAKHDAR, KH. ZENNIR and S. Boulaaras, The sharp decay

rate of thermoelastic transmission system with infinite memories, Rendiconti del Circolo

Matematico di Palermo Series 2, https://doi.org/10.1007/s12215-019-00408-1, 2019]

Contents



CHAPITER1
Preliminaries- Technical tools

The aim of this chapter is to recall the essential notions and results used throughout

this work. First, we recall some definitions and results on Sobolev spaces and the

spaces Lp(0, T,X) and give the statement of some important theorems in the analysis of

problems to be studied and eventually some notations used throughout this study.

1.1 Function Annalysis

Normed spaces, Banach spaces and their properties

Let V be linear space.

Definition 1.1 A non-negative, degree-1 homogeneous, subadditive functional ‖.‖V :

V −→ R is called a norm if it vanishes only at 0, often, we will write briefly ‖.‖ instead

of ‖.‖V if the following properties are satisfying respectively
‖v‖ ≥ 0

‖av‖ = |a|‖v‖
‖u+ v‖ ≤ ‖u‖+ ‖v‖
‖v‖ = 0 −→ v = 0.

for any v ∈ V and a ∈ R .

A linear space equipped with a norm is called a normed linear space. If the last (i.e.‖v‖v =

0 −→ v = 0)is missing, we call such a functional a semi-norm.

Definition 1.2 A Banach space is a complete normed linear space X. Its dual space X ′

is the linear space of all continuous linear functional f : X −→ R.

Example of Banach spaces

9
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1. C[α, β]

Let [α, β] be closed interval −∞ ≤ α < β ≤ ∞. Let C[α, β] denote the set of all

bounded continuous complex-valued functions x(t) on [α, β] (If the interval is not

bounded, we assume further that x(t) is uniformly continuous). Define x + y and

αx by

(x+ y)(t) = x(x) + y(t)

(αx)(t) = α.x(x)

C[α, β] is a Banach space with the norm given by

‖x‖ = sup
t∈[α,β]

|x(t)|.

Converges in this metric is nothing but uniform convergence on the whole space.

2. Lp(α, β), (1 ≤ p ≤ ∞).

This is the space of all real or complex valued Lebesgue functions f on the open

interval (α, β) for which |f(t)|p is Lebesgue summable over (α, β); two functions f

and g which are equal almost everywhere are considered to define the same vector

of Lp(α, β). Lp(α, β) is a Banach space with the norm:

‖f‖
(∫ β

α

|f(t)|pdt
)1/p

.

The fact that ‖V ert thus defined is a norm follows from Minkowski’s inequality; the

Riesz-Fischer theorem asserts the completeness of Lp.

3. L∞(α, β).

This is the space of all measurable (complex valued) functions f on (α, β) which

are essentially bounded, i.e., for every f ∈ L∞(α, β) there exists a > 0 such that

|f(t)| ≤ a almost everywhere. Define ‖f‖ to be the infinitum of such a. (Here also

we identify two functions which are equal almost everywhere).

4. V ′ equipped with the norm ‖.‖V ′ defined by

‖u‖V ′ = sup|u(x)| : ‖x‖ ≤ 1,

is also a Banach space.

If V is a Banach space such that, for any

v ∈ V, V −→ R : u −→ ‖u+ v‖2 − ‖u− v‖2,

1.1. Function Annalysis
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is linear, then V is called a Hilbert space. In this case, we define the inner product

(also called scalar product) by

(u, v) =
1

4
‖u+ v‖2 − 1

4
‖u− v‖2.

Definition 1.3 Since u is linear we see that

u : V −→ V ′′,

is a linear isometry of V onto a closed subspace of V ′′ , we denote this by

V −→ V ′′.

Let V be a Banach space and u ∈ V ′. Denote by

φu : V −→ R

x 7−→ φu(V ),

when u covers V ′, we obtain a family of applications to V ∈ R.

Definition 1.4 The weak topology on V , denoted by σ(V, V ′), is the weakest topol-

ogy on V for which every (φu)u∈V ′ is continuous. We will define the third topology

on V ′, the weak star topology, denoted by σ(V ′, V ). For all x ∈ V , denote by

φx : V ′ −→ R

u 7−→ φx(u) =< u, x >V ′,V

when x cover V , we obtain a family (φx)x∈V , of applications to V ′ in R.

Theorem 1.1 Let V be Banach space. Then, V is reflexive, if and only if,

BV = {x ∈ V : ‖x‖ ≤ 1},

is compact with the weak topology σ(V, V ′).

Corollary 1.1 Every weakly y∗ convergent sequence in V ′ must be bounded if V

is a Banach space. In particular, every weakly convergent sequence in a reflexive

Banach V must be bounded.

1.1. Function Annalysis
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Definition 1.5 Let V be a Banach space and let (un)n∈N be a sequence in V . Then

un converges strongly to u in V if and only if

lim
t−→∞

‖un − u‖V = 0

and this is denoted by un −→ u, or

lim
t−→∞

un = u

Remark 1.1 The weak convergence does not imply strong convergence in general

Example 1.1 We shall now show by an example that weak convergence does not

imply strong convergence in general. Consider the sequence sinnπt in L2(0, 1) (real).

This sequence converges weakly to zero. Since, by the Riesz theorem, any linear

functional is given by the scalar product with a function we have to show that∫ t

0

f(t) sinnπtdt→ 0, foreach f ∈ L2(0, 1).

But By Bessel’s inequality

∞∑
n=1

|
∫ 1

0

f(t) sinnπtdt|2 ≤
∫ 1

0

|f(t)|2dt,

so
∫ t

0
f(t) sinnπtdt→ 0 as n→∞. But sinnπt is not strongly convergent, since

‖ sinnπt− sinmπt‖2 =

∫ 1

0

| sinnπt− sinmπt|2dt

= 2 for n 6= m.

Functional spaces

The Lp(Ω) spaces

Definition 1.6 Let 1 ≤ p ≤ ∞ ; and let Ω be an open domain in Rn ; n ∈ N.

Define the standard Lebesgue space Lp(Ω); by:

Lp(Ω) = {f : Ω −→ R, f is measurable and

∫
Ω

|f |pdx <∞}.

Notation 1.1 For p ∈ R and 1 ≤ p ≤ ∞, denote by:

‖f‖p =

(∫
Ω

|f(x)|pdx
) 1

p

,

if p =∞, we have

L∞(Ω) = {f : Ω −→ R, f measurable and ∃C ∈ R+, |f(x)| ≤ C a.e}.

1.1. Function Annalysis
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Theorem 1.2 It is well known that Lp(Ω) equipped with the norm ‖.‖p is a Banach

space for all 1 ≤ p ≤ ∞.

Remark 1.2 In particular, when p = 2, L2(Ω) equipped with the inner product

< f, g >L2(Ω)=

∫
Ω

f(x).g(x)dx,

is a Hilbert space.

Theorem 1.3 For 1 ≤ p ≤ ∞, Lp(Ω) is a reflexive space.

Definition 1.7 We define the function spaces of our problem and its norm as fol-

lows.

H(Rn) =
{
f ∈ L2n/(n−2)(Rn) : ∇xf ∈ (L2(Rn))n.

}
(1.1)

Note that H(Rn) can be embedded continuously in L
2n
n−2 (Rn). The space L2

ρ(Rn)

we define to be the closure of C∞0 (Rn) functions with respect to the inner product

(f, h)L2
ρ(Rn) =

∫
Rn
ρfhdx.

For 1 < q <∞, if f is a measurable function on Rn, we define

‖f‖Lqρ(Rn) =

(∫
Rn
ρ|f |qdx

)1/q

. (1.2)

The space L2
ρ(Rn) is a separable Hilbert space.

Sobolev spaces

Modern theory of differential equations is based on spaces of functions whose deriva-

tives exist in a generalized sense and enjoy a suitable integrability.

Proposition 1.1 Let Ω be an open domain in Rn, then the distribution T ∈ D′(Ω)

is in Lp(Ω)if there exists a function u ∈ Lp(Ω) such that

< T, φ >=

∫
Ω

u(x)φ(x)dx,∀φ ∈ D(Ω),

where 1 ≤ p ≤ ∞ , and it’s well-known that u is unique.

Definition 1.8 Let m ≥ 2 be an integer and let p be a real number with 1 ≤ p <∞.

we define by induction Wm,p(Ω) is the space of all u ∈ Lp(Ω), defined as

Wm,p(Ω) =

{
u ∈ Wm−1,p(Ω),

∂u

∂xi
∈ Wm−1,p(Ω),∀i = 1, 2...N

}
1.1. Function Annalysis



Chapter 1. Preliminaries- Technical tools 14

Alternatively, these sets could also be introduced as

Wm,p(Ω) =

{
u ∈ Lp(Ω), ∀α ≤ m,∃vα ∈ Lp(Ω)such that

∫
Ω

uDαϕ = (−1)|α|
∫

Ω

vαϕ, ∀ϕ ∈ Cα(Ω)

}
Theorem 1.4 Wm,p(Ω) is a Banach space with its usual norm

‖u‖Wm,p(Ω) =
∑
α<m

‖∂αu‖Lp(Ω), 1 ≤ p <∞ ∀u ∈ Wm,p(Ω).

Notation 1.2 Denote by Wm,p
0 (Ω) the closure of D(Ω) in Wm,p(Ω).

Space Hm(Ω)

Definition 1.9 When p = 2, we write Wm,2(Ω) = Hm(Ω)

and Wm,2
0 (Ω) = Hm

0 (Ω) endowed with the norm

‖f‖Hm(Ω) =

(∑
α<m

(‖∂αf‖)2
L2(Ω)

) 1
2

which renders Hm(Ω) a real Hilbert space with their usual scalar product

< u, v >Hm(Ω)=
∑
α<m

∫
Ω

∂αu∂αvdx.

Theorem 1.5 1)Hm(Ω) endowed with inner product < ., . >Hm(Ω) is a Hilbert

space.

2) If m < m′, Hm(Ω) −→ Hm′(Ω), with continuous embedding.

Lemma 1.1 Since D(Ω) is dense in Hm
0 (Ω), we identify a dual H−m(Ω) of Hm

0 (Ω)

in a weak subspace on Ω and we have

D(Ω) −→ Hm
0 (Ω) −→ L2(Ω) −→ H−m0 (Ω) −→ D′(Ω)

1.1. Function Annalysis
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1.2 Useful technical lemmas

Lemma 1.2 For any v ∈ C1 (0, T,H1(Rn)) we have

−
∫
Rn
α(t)

∫ t

0

g(t− s)Av(s)v′(t)dsdx

=
1

2

d

dt
α(t)

(
g ◦ A1/2v

)
(t)

− 1

2

d

dt

[
α(t)

∫ t

0

g(s)

∫
Rn

∣∣A1/2v(t)
∣∣2 dxds]

−1

2
α(t)

(
g′1/2v

)
(t) +

1

2
α(t)g(t)

∫
Rn

∣∣A1/2v(t)
∣∣2 dxds

−1

2
α′(t)

(
g ◦ A1/2v

)
(t) +

1

2
α′(t)

∫ t

0

g(s)ds

∫
Rn

∣∣A1/2v(t)
∣∣2 dxds.

Proof.

∫
Rn
α(t)

∫ t

0

g(t− s)Av(s)v′(t)dsdx

= α(t)

∫ t

0

g(t− s)
∫
Rn
A1/2v′1/2v(s)dxds

= α(t)

∫ t

0

g(t− s)
∫
Rn
A1/2v′(t)

[
A1/2v(s)− A1/2v(t)

]
dxds

+α(t)

∫ t

0

g(t− s)
∫
Rn
A1/2v′1/2v(t)dxds.

Consequently, ∫
Rn
α(t)

∫ t

0

g(t− s)Av(s)v′(t)dsdx

= −1

2
α(t)

∫ t

0

g(t− s) d
dt

∫
Rn

∣∣A1/2v(s)− A1/2v(t)
∣∣2 dxds

+α(t)

∫ t

0

g(s)

(
d

dt

1

2

∫
Rn

∣∣A1/2v(t)
∣∣2 dx) ds

1.2. Useful technical lemmas
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which implies, ∫
Rn
α(t)

∫ t

0

g(t− s)Av(s)v′(t)dsdx

= −1

2

d

dt

[
α(t)

∫ t

0

g(t− s)
∫
Rn

∣∣A1/2v(s)− A1/2v(t)
∣∣2 dxds]

+
1

2

d

dt

[
α(t)

∫ t

0

g(s)

∫
Rn

∣∣A1/2v(t)
∣∣2 dxds]

+
1

2
α(t)

∫ t

0

g′(t− s)
∫
Rn

∣∣A1/2v(s)− A1/2v(t)
∣∣2 dxds

−1

2
α(t)g(t)

∫
Rn

∣∣A1/2v(t)
∣∣2 dxds.

+
1

2
α′(t)

∫ t

0

g(t− s)
∫
Rn

∣∣A1/2v(s)− A1/2v(t)
∣∣2 dxds

−1

2
α′(t)

∫ s

0

g(s)ds

∫
Rn

∣∣A1/2v(t)
∣∣2 dxds.

Lemma 1.3 Let ρ satisfy (A2), then for any u ∈ D(A1/2), we have

‖u‖Lqρ(Rn) ≤ ‖ρ‖Ls(Rn)‖A1/2u‖L2(Rn), (1.3)

with

s =
2n

2n− qn+ 2q
, 2 ≤ q ≤ 2n

n− 2
.

We define the function spaces of our problem and their norm as follows:

H(Rn) =
{
f ∈ L2n/(n−2)(Rn) : ∇xf ∈ (L2(Rn))n

}
and the space L2

ρ(Rn) to be the closure of C∞0 (Rn) functions with respect to the

inner product

(f, h)L2
ρ(Rn) =

∫
Rn
ρfhdx. (1.4)

Lemma 1.4 Let ρ satisfy (1.4), then for any u ∈ H(Rn), for 1 < p <∞, if f is a

measurable function on Rn we have

‖u‖Lpρ(Rn) ≤ ‖ρ‖Ls(Rn)‖∇xu‖L2(Rn), (1.5)

with s = 2n
2n−pn+2p

, 2 ≤ p ≤ 2n
n−2

.

1.2. Useful technical lemmas
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the following Lemma concerning Logarithmic Sobolev inequality.

Lemma 1.5 Let u ∈ H(Rn) be any function and c1, c2 > 0 be any numbers. Then

2

∫
Rn
ρ(x)|u|2 ln

( |u|
‖u‖2

L2
ρ

)
dx+ n(1 + c1)‖u‖2

L2
ρ

≤ c2

‖ρ‖2
L2

π
‖∇xu‖2

2

Some algebraic and integral inequalities

We give here some important integral inequalities. These inequalities play an im-

portant role in applied mathematics and are also very useful in the next chapters.

Theorem 1.6 Assume that f ∈ Lp(Ω) and g ∈ Lp
′
(Ω) with 1 ≤ p < ∞ ,then

fg ∈ L1(Ω) and

‖fg‖L1(Ω) ≤ ‖f‖Lp(Ω).‖g‖Lp′(Ω)

when p = p′ = 2 one finds the Cauchy-Schwarz inequality.

Assume f ∈ Lp(Ω) ∩ Lq(Ω) then f ∈ Lr(Ω) for r ∈ [p, q] and

‖f‖Lr(Ω) ≤ ‖f‖αLp(Ω)‖f‖1−α
Lq(Ω),

with
1

r
=
α

p
+

1− α
q

for some 0 ≤ α ≤ 1.

Theorem 1.7 Let a and b be strictly positive realities p and q such as,
1

p
+

1

q
= 1

and 1 < p <∞, we have :

ab ≤ ap

p
+
bq

q

Proof. The function f defined by:

f(x) =
xp

p
− x

reached its minimum point x = 1 indeed :

y′ = xp−1 et y′′ = (p− 1)xp−2 > 0

from where

f(ab1−q) ≥ f(1)

1.2. Useful technical lemmas
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which gives
(ab1−q)

p

p
− ab1−q ≥ 1

p
− 1 = −1

q

so that
ap

p
b(1−q)p − ab1−q +

1

q
≥ 0

By dividing the two members by b(1−q)p we obtain :

ap

p
− ab(1−q)−p+pq +

bq

q
≥ 0

which yields
ap

p
− ab+

bq

q
≥ 0

so that

ab ≤ ap

p
+
bq

q
.

Remark 1.3 A simple case of Young’s inequality is the inequality for p = q = 2 :

ab ≤ a2

2
+
b2

2

which also gives Young’s inequality for all δ > 0 :

ab ≤ δa2 +
1

4δ
b2

Theorem 1.8 (Young) Let f ∈ L1(Rn) and g ∈ Lp(Rn with 1 ≤ p ≤ ∞ , 1 ≤ q ≤
∞.

Then for a.e.x ∈ RN the function is integrable on Rn and we define:

(f ∗ g) =

∫
Rn
f(x− y)g(y)dy

In addition

(f ∗ g) ∈ Lp(Rn)

and

‖f ∗ g‖p ≤ ‖f‖1‖g‖p.

The following is an extension of Theorem 1.8.

1.2. Useful technical lemmas
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Theorem 1.9 (Young) Assume f ∈ L1(Rn) and g ∈ Lp(Rn with 1 ≤ p ≤ ∞ ,

1 ≤ p ≤ ∞ and x ∈ RN the function is integrable on Rn and 1
p
+ 1

q
−1 = 1

r
.Therefore

(f ∗ g) ∈ Lr(Rn)

and

‖f ∗ g‖r ≤ ‖f‖p‖g‖p.

Remark 1.4 Young’s inequality can sometimes be written in the form :

ab ≤ δap + C(δ)bq, C(δ) = δ−
1
p−1

Holder’s inequalities

Theorem 1.10 Assume that f ∈ Lp(Ω) and g ∈ Lp
′
(Ω) with 1 ≤ p < ∞,Then

fg ∈ L1(Ω) and:

‖fg‖L1(Ω) ≤ ‖f‖Lp(Ω).‖g‖Lp′(Ω),

when p = p′ = 2, we get the inequality of Cauchy-Schwartz inequality

Corollary 1.2 (Holder’s inequality general form) Let f1, f2, ...fk be k functions such

that, fi ∈ Lpi(Ω), 1 ≤ i ≤ k, and

1

p
=

1

p1

+
1

p2

+ ...+
1

pk
≤ 1.

Then, the product f1, f2, ...fk ∈ Lp(Ω) and ‖f1f2...fk‖p ≤ ‖f1‖p1‖f2‖p2‖fk‖pk .

Lemma 1.6 (Minkowski inequality) For 1 ≤ p ≤ ∞, we have

‖u+ v‖p ≤ ‖u‖p + ‖v‖p

Lemma 1.7 (Cauchy-Schwarz inequality) Every inner product satisfies the Cauchy-

Schwarz inequality

< x1, x2 >≤ ‖x1‖‖x2‖.

The equality sign holds if and only if x1 and x2 are dependent.

Will give here some integral inequalities. These inequalities play an important role

in applied mathematics and are also very useful in the next chapters.

Lemma 1.8 let 1 ≤ p ≤ r ≤ q, 1
r

= α
p

+ 1
q

and 1 ≤ α ≤ 1. Then

‖u‖r ≤ ‖u‖αp‖u‖1−α
q

1.2. Useful technical lemmas
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1.3 Semi-group approach

Definition 1.10 Let {Tt}t≥0 be a one-parameter family of linear operators on a

Banach space X into itself satisfying the following conditions:

(1) TtTs = Tt+s, T0 = I, I denoting the identity operator on X (Semi -group prop-

erty).

(2) s− lim
t→t0

Ttx = Tt0x ≤ 0 and each x ∈ X (strong continuity).

(3) there exists a real number β ≥ 0 such that ‖Tt‖ ≤ eβt for t ≥ 0.

We call such a family {Tt} a semi group of linear operators of normal type on the

Banach space X, or simply a semi-group.

Definition 1.11 Let A : D(A) ⊂ X → X be a (unbounded) linear operator. A
is called dissipative if <(Av, v) 0 0 ∀v ∈ D(A) the dissipative operator A is called

m-dissipative if λI −A is subjective for some λ > 0.

1.3.1 Some examples of semi-groups

I In C[0,∞] the space of bounded uniformly continuous functions on the closed

interval [0,∞] define {Tt}t≥0 by

(Ttx)(s) = x(t+ s)(x ∈ C)

{Tt} is a semi-group. Condition (1) is trivially verified. (2) follows from the

uniform continuity of x, as

‖Ttx− Tt0x‖ = sup|x(t+ s)− x(t0 + s)|

Finally ‖Tt‖ = 1 and so (3) is satisfied with β = 0

In this example, we could replace C[0,∞] by C[−∞,∞].

II On the space C[0,∞] (or C[−∞,∞] ) define {Tt}t≥0:

(Ttx)(s) = eβtx(s)

Where β is a fixed non-negative number. Again (1)is trivial; for (2) we have

‖Tt‖x− Tt0x‖ = |eβt − eβt0|sup|x(s)|

Trivially ‖Tt‖ = eβt.

1.3. Semi-group approach
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III Consider the space C[−∞,∞]

Nt(u) =
1√
2πt

e
−u2

2t
, t > 0.

The normal density define Ttt≥0 on C[−∞,∞] by:

(Ttx)(s) =


+∞∫
−∞

Nt(s− u)x(u)du, fort > 0

x(s)fort = 0.

Each Tt is continuous:

‖TtX‖ ≤ ‖X‖
+∞∫
−∞

Nt(s− u)du = ‖X‖, as
+∞∫
−∞

Nt(s− u)du = 1

Moreover it follows from this that condition (3) is valid with β = 0. By

definition T0 = I and the semi-group property TtTs = Tt+s is a consequence of

the well -known formula concerning the Gaussian distribution.

1√
2π(t+ t′)

e
−u2

2(t+t′) =
1√
2πt

1√
2πt′

+∞∫
−∞

e
−(u−v)2

2t e
−v2
2t′ dv.

(Apply Fubini’s theorem). To prove the strong continuity, consider t, t0 > 0

with t 6= t0. (The case t0 = 0) is treated in a similar fashion. By definition

(Ttx)(s)− (Tt0x)(s) =

+∞∫
−∞

(Nt(s− u)x(u)−Nt0(s− u)x(u))du

The integral
+∞∫
−∞

1√
2πt

e
−(s−u)

2t x(u))du becomes, by the change of variable

s− u√
t

= z,
1√
2π

+∞∫
−∞

e
−z2
2 X(s−

√
tz)dz

. Hence

(Ttx)(s)− (Tt0x)(s) =

+∞∫
−∞

(N1(z)x(s−
√
tz)− x(s−

√
t0z)dzX(s)

being uniformly continuous on −∞,∞ for any ε > 0 there exists a number

δ = δ(ε) > 0 such that |x(s1)− x(s2)|?? whenever|s1 − s2| > δ. Now, splitting

the last integral

‖(Ttx)(s)−(Tt0x)(s)‖ =

∫
‖
√
tz−
√
t0z‖≤δ

(N1(z)‖x(s−
√
tz)−x(s−

√
t0z)‖dz+

∫
‖
√
tz−
√
t0z‖>δ

N1(z)dz

1.3. Semi-group approach
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≤ ε

∫
‖
√
tz−
√
t0z‖≤δ

N1(z)dz + 2‖x‖+

∫
‖
√
tz−
√
t0z‖>δ

N1(z)dzε

The second term on the right tends to 0 as |t − t0| > 0, because the

integral
+∞∫
−∞

N1(z)dz converges. Thus

lim
t→0

sup ‖(Ttx)(s)− (Tt0x)(s)‖ ≤ ε

Since ε > 0 was arbitrary, we have proved the strong continuity at t = t0 of Tt

In this example we can also replace C[0,∞] by Lp[0,∞], 0 < p <∞
Consider, for example Lp[0,∞] In this case

‖Ttx‖ ≤
+∞∫
−∞

[

+∞∫
−∞

Nt(s− u)|X|ds]du ≤ ‖X‖

Applying Fubini’s theorem.

As for the strong continuity, we have

‖(Ttx)(s)− (Tt0x)(s)‖ =

+∞∫
−∞

|
+∞∫
−∞

N1(z)x(s−
√
tz)− x(s−

√
t0z)dz|ds

≤
+∞∫
−∞

N1(z)[

+∞∫
−∞

|x(s−
√
tz)− x(s−

√
t0z)|ds]dz

Since N1(z)
+∞∫
−∞
|x(s −

√
tz) − x(s−

√
t0z)|ds ≤ ‖X‖N1(z), we may apply

Lebesgue’s dominated convergence theorem. We then have

lim
t→0
‖(Ttx)(s)− (Tt0x)(s)‖

+∞∫
−∞

N1(z) lim
t→0

[

+∞∫
−∞

|x(s−
√
tz)− x(s−

√
t0z)|ds]dz

by the continuity in mean of the Lebesgue integral.

IV Consider C[−∞,∞]. Letλ > 0, µ > 0 Define Ttt≥0

(Ttx)(s) = e−λt
∞∑
k=0

λtk

k!
X(s− kµ)

Tt is a semi-group. Strong continuity follows from:

‖(Ttx)(s)− (Tt0x)(s)‖ ≤ ‖X‖|e−λt
∞∑
k=0

(λt)k

k!
− e−λt0

∞∑
k=0

(λt0)k

k!
| = 0

1.3. Semi-group approach
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(3) is satisfied with β = 0. To verify (1)

(Tω(Ttx))(s) = e−λω
∞∑
l=0

(λω)l

l!
[e−λt

∞∑
k=0

(λt)kk

k!
f(s− kµ− 1µ)]

= e−λ(ω+t)

∞∑
p=0

1

p!
[p
∞∑
p=0

(λω)(λt)p−1

1!(p− 1)!
f(s− pµ)]

= e−λ(ω+t)

∞∑
p=0

1

p!
(λω + λt)pf(λ+ λt)pf(s− pµ) = (Tw+tX)(s).

1.3.2 The infinitesimal generator of a semi-group

Definition 1.12 The infinitesimal generator A of a semi-group Tt is defined by:

Ax = s− lim
h↓0

h−1(Th − I)x

i.e, as the additive operator A whose domain is the set:

D(A) = {x\s− lim
h↓0

h−1(Th − I)x exists} and for x ∈ D(A)

Ax = s− lim
h↓0

h−1(Th − I)x

D(A) is evidently non- empty; it contains at least zero. Actually D(A) is larger.

We prove the

Proposition 1.2 D(A) is dense in X ( in the norm topology ).

Proof. Letϕn(s) = ne−ns. Introduce the linear operator Cϕn defined by

Cϕnx =

∫ ∞
0

ϕn(s)Tsxdsforx ∈ Xandn > β,

the integral being taken in the sense of Riemann. (The ordinary procedure of

defining the Riemann integral of a real or complex valued functions can be extended

to a function with values in a Banach space, using the norm instead of absolute value

). The convergence of the integral is a consequence of the strong continuity of Ts in

s and the inequality,

ϕn(s)Tsx‖ ≤ ne(β−n)s‖x‖

1.3. Semi-group approach
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The operator Cϕn is a linear operator whose norm satisfies the inequality

‖ϕn‖ ≤ n

∫ ∞
0

e(β−n)sds =
1

(1− β
n
)
.

We shall now show that <(C(ϕn)) j D(A),<(C(ϕn)) denotes the range of C(ϕn)

for each n > β and that for each x ∈ X, s − lim
n→∞

ϕnx = x then ∪<(C(ϕn)) will be

dense in X and a-portion D(A) will be dense in X. We have

h−1(Th − I)Cϕnx = h−1

∫ ∞
0

ϕn(s)ThTsxds− h−1

∫ ∞
0

ϕn(s)Tsxdx.

(The change of the order Th
∫∞

0
=
∫∞

0
Th is justified, using the additivity and the

continuity of Thby approximating the integral by Riemann sums). Then

h−1(Th − I)Cϕnx = h−1

∫ ∞
0

ϕn(s)Th+sxds− h−1

∫ ∞
0

ϕn(s)Tsxdx

= h−1

∫ ∞
0

ϕn(s− h)Tsxds− h−1

∫ ∞
0

ϕn(s)Tsxdx

by a change of variable in the first integral.

= h−1

∫ ∞
0

(ϕn(s− h)− ϕn(s))Tsxds

= h−1

∫ h

0

ϕn(s)Tsxds

By the strong continuity of ϕn(s)Tsx in s, the second term on the right converges

strongly to −ϕn(0)T0x = −nx as h ↓ 0

h−1

∫ ∞
h

(ϕn(s− h)− ϕn(s))Tsxds

=

∫ ∞
0

−ϕ′n(s)Tsxdx+

∫ h

0

ϕ′n(s)Tsxds+

∫ ∞
h

(ϕ′n(s)− ϕ′n(s− θh))Tsxds

But
∫ h

0
ϕ′n(s)Tsxds→ 0 as h ↓ 0 and

‖
∫ ∞
h

(ϕ′n(s)− ϕ′n(s− θh))Tsxds‖ ≤ n2

∫ ∞
h

|e−n(s−θh) − e−ns|eβx‖x‖d

≤ n2(enβh − 1)

∫ ∞
h

es(n−θ)‖x‖ds→ 0

as h ↓ 0 Thus we have proved that <(C(ϕn)) j D(A) and

AC(ϕn)x = n(C(ϕn)− I)x

1.3. Semi-group approach



Chapter 1. Preliminaries- Technical tools 25

As ϕ′n = −nϕn. Next, we show that s − lim
n→∞

C(ϕn)(x) = x for each x ∈ X We

observe that C(ϕn)x− x =
∫∞

0
ne−nsTsxds−

∫∞
0
ne−nsxds, as

∫∞
0
ne−nsds = 1

= n

∫ ∞
0

e−ns[Tsx− x]ds

Approximating the integral by Riemann sums and using the triangle inequality we

have

‖C(ϕn)x− x‖ ≤ n

∫ ∞
0

e−ns[Tsx− x]ds

= n

∫ δ

0

e−ns[Tsx− x]ds+ n

∫ ∞
δ

e−ns[Tsx− x]ds

= I1 + I2

Given ε > 0, by strong continuity, we can choose a δ > 0 such that ‖Tsx − x‖ ≤ ε

for 0 ≤ s ≤ δ; Then

I1 ≤ nε

∫ δ

0

e−nsds+ ≤ nε

∫ ∞
δ

e−nsds = ε

For a fixed δ > 0 , using the majorization condition in the definition of a semi-group,

I2 ≤ n

∫ ∞
δ

e−ns(βs+ 1)‖x‖ds = ‖x‖[ne
−ns

n
]∞δ − ‖x‖[n

e(n+β)s

−n
]∞δ

Each of the terms on the right tends to zero as n→∞. So I2 ≤ ε for n ≥ n0 Thus

C(ϕn)x→ x as n→∞.

Remark 1.5 That D(A) is dense in X can be proved more easily. But we need the

considerations given in the above proof for later purpose.

Definition 1.13 For x ∈ X define DtTtx by

DtTtx = s− lim
h→0

h−1(Tt+h − Tt)x

if the limit exists.

Proposition 1.3 Ifx ∈ D(A) then x ∈ D(Dt) and DtTtx = ATtx = TtAx

Proof. Ifx ∈ D(A) we have, since Tt is a linear operator,

TtAx = Tts− lim
h→0

h−1(Th − I)x

= s− lim
h→0

h−1(TtTh − Tt)x

= s− lim
h→0

h−1(Tt+h − Tt)x

1.3. Semi-group approach
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= s− lim
h→0

h−1(Th − I)Ttx

= ATtx

Thus, If x ∈ D(A) then Ttx ∈ D(A) and TtAx = ATtx = s − lim
h→0

h−1(Tt+h − Tt)x
We have now proved that the strong right derivative of exists for Ttx each x ∈ D(A)

We shall now show that the strong left derivative exists and is equal to the right

derivative. For this, take any f ∈ X∗ For fixed x, f(Ttx) is a continuous numerical

function (real or complex - valued ) on t > 0 By the above. has right derivative
d+f(Ttx)

dt
and

d+f(Ttx)

dt
= f(ATtx) = f(TtAx)

But f(TtAx) is a continuous function. It is well-known that if one of the Dini-

derivatives of a numerical function is ( finite and ) continuous, then the function is

differentiable ( and the derivative, of course, is continuous ).So f(Ttx) is differen-

tiable in t and ∫ t

0

d+f(Tsx)

ds
=

∫ t

0

f(TsAx)ds

= f(=

∫ t

0

Axds)

However, if every linear functional vanishes on an element x ∈ X and x = 0 ( by

Hahn - Banach theorem ). Consequently,

Ttx− x =

∫ t

0

TsAxds

for each x ∈ D(A) Since Ts is strongly continuous in s, it follows from this, that Tt

is strongly derivable:

DtTtx = s− lim
h→0

h−1(Tt+h − Tt)x

= s− lim
h→0

h−1

∫ t+h

t

TsAxds

= TtAx

.

Theorem 1.11 A linear operator A is dissipative if and only if ‖(λI − A)‖X >
λ‖X‖X ,∀x ∈ D(A), λ > 0.

Theorem 1.12 A linear operator A : D(A) ⊂ X → X generates a strongly contin-

uous semigroup of contractions (T (t))t≥0 on X if and only if A is m-dissipative,i.e.,

it satisfies:

1.3. Semi-group approach
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1- <(Av, v) 0 0 ∀v ∈ D(A).

2- ∃λ > 0, λI −A is surjective.

Theorem 1.13 Let S(t) = eAt be a C0-semigroup of contractions on Hilbert space.

Then S(t) is exponentially stable if and only if

ρ(A) ⊇ {iζ : ζ ∈ R} ≡ iR

and

lim
|ζ|→∞

‖(iζI −A)−1‖L(H) <∞.

1.3. Semi-group approach



CHAPITER2
Energy decay result for a nonlinear wave

p−Laplace equation with a delay term

We consider the nonlinear (in space and time) wave equation with delay term in

the internal feedback. Under conditions on the delay term and the term without

delay, we study the asymptotic behavior of solutions using the multiplier method

and general weighted integral inequalities. This is published in [Kh. Zennir and

L.Kassah.Laouar, Energy decay result for a nonlinear wave p−Laplace equation

with a delay term, MATHEMATICA APPLICANDA, Vol. 45(1) 2017, p. 65-80.

doi:

10.14708/ma.v45i1.603]

2.1 Introduction

It is well known that the p−Laplace equations is a degenerate equations in divergence

form. It has been much studied during the last years and their results is by now

rather developed, especially with delay. In the classical theory of the evolution

equations several main parts of mathematics are joined in a fruitful way, it is very

remarkable that the wave p−Laplace equation occupies a similar position, when it

comes to nonlinear problems.

Here, we investigate the decay properties of solutions for the initial boundary value

28
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problem of a nonlinear wave equation of the form
d
dt

(φl(u
′))− div(φp(∇u)) + µ1g(u′(x, t)) + µ2g(u′(x, t− τ)) = 0 in Ω×]0,+∞[,

u(x, t) = 0, on Γ×]0,+∞[,

u(x, 0) = u0(x), u′(x, 0) = u1(x), in Ω,

u′(x, t− τ) = f0(x, t− τ), in Ω×]0, τ [

(2.1)

where Ω is a bounded domain in Rn, n ∈ N∗, with a smooth boundary ∂Ω = Γ,

τ > 0 is a time delay, µ1 and µ2 are positive real numbers, and the initial data

(u0, u1, f0) belong to a suitable space. ∇ is the gradient operator such that |∇u|2 =∑n
i=1

(
∂u
∂xi

)2

, the function φ is defined by

φx(y) = |y|x−2y. (2.2)

usually for x ≥ 2.

For p = 2, when g is linear, it is well known that if µ2 = 0, that is, in the absence

of a delay, the energy of problem (P ) exponentially decays to zero (see for instance

[37, 32, 41]). On the contrary, if µ1 = 0, that is, there exists only the delay part

in the interior, the system (P ) becomes unstable (see for instance [34]). In [34],

the authors showed that a small delay in a boundary control can turn such a well-

behaved hyperbolic system into a wild one and therefore, delay becomes a source of

instability. To stabilize a hyperbolic system involving input delay terms, additional

control terms will be necessary (see [42, 44, 43]). In [42] the authors examined

the problem (P ) with p = 2 and determined suitable relations between µ1 and µ2,

for which stability or, alternatively, instability takes place. More precisely, they

showed that the energy is exponentially stable if µ2 < µ1 and they found a sequence

of delays for which the corresponding solution will be unstable if µ2 ≥ µ1. The

main approach used in [42], is an observability inequality obtained by means of a

Carleman estimate. The same results were shown if both the damping and the delay

act in the boundary domain. We also recall the result by Xu, Yung and Li in [44],

where the authors proved the same result as in [42] for the one-dimension space by

adopting the spectral analysis approach.

When g is nonlinear and in the case µ2 = 0, p = 2, the problem of existence and

energy decay have been previously studied by several authors (see [36, 38, 37, 27,

29]) and many energy estimates have been derived for arbitrary growing feedbacks

(polynomial, exponential or logarithmic decay). The decay rate of a global solution

depends on the growth near zero of g(s) as it was proved in [30], [37], [36], [38], [45],

[46].

2.1. Introduction
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Our purpose here is to give energy decay estimates of solutions to the problem (P )

for a nonlinear damping and a delay term, in the p−Laplace type to extend results

obtained by A. Benaissa and all [Laboratory of ACEDPs, Djilali Liabes University,

Sidi Bel Abbes, Algeria]. We use the multiplier method and some properties of

convex functions.

2.2 Preliminaries and Notations

We omit the space variable x of u(x, t), u′(x, t) and for simplicity reason denote

u(x, t) = u and u′(x, t) = u′, when no confusion arises. The constants c used

throughout this chapter are positive generic constants which may be different in

various occurrences also the functions considered are all real valued, here u′ =

du(t)/dt and u′′ = d2u(t)/dt2. We use familiar function spaces Wm,p
0 .

First, let us assume the following hypotheses:

(H1) g : R → R is an odd non-decreasing function of the class C0(R) such that

there exist ε1 (sufficiently small), c1, c2, c3, α1, α2 > 0 and a convex and increasing

function H : R+ → R+ of the class C1(R+) ∩ C2(]0,∞[) satisfying H(0) = 0, and

H linear on [0, ε1] or (H ′(0) = 0, H ′′ > 0 on ]0, ε1]), such that

c1|s|l−1 ≤ |g(s)| ≤ c2|s|p, p ≥ l − 1 if |s| ≥ ε1, (2.3)

|s|l + |g|1+ 1
p (s) ≤ H−1(sg(s)) if |s| ≤ ε1, (2.4)

|g′(s)| ≤ c3, (2.5)

α1 sg(s) ≤ G(s) ≤ α2 sg(s), (2.6)

where

G(s) =

∫ s

0

g(r) dr

(H2)

α2µ2 < α1µ1. (2.7)

We first state some Lemmas which will be needed later.

Lemma 2.1 (Sobolev–Poincaré’s inequality) Let q be a number with 2 ≤ q <

+∞ (n = 1, 2, ..., p) or 2 ≤ q ≤ pn/(n − p) (n ≥ p + 1). Then there is a constant

c∗ = c∗(Ω, q) such that

‖u‖q ≤ c∗‖∇u‖p for u ∈ W 1,p
0 (Ω).

2.2. Preliminaries and Notations
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Lemma 2.2 ([35]) Let E : R+ → R+ be a non-increasing differentiable function

and Ψ : R+ → R+ a convex and increasing function such that Ψ(0) = 0. Assume

that ∫ T

s

Ψ(E(t)) dt ≤ E(s) ∀0 ≤ s ≤ T.

Then E satisfies the following estimate:

E(t) ≤ ψ−1 (h(t) + ψ(E(0))) ∀t ≥ 0, (2.8)

where ψ(t) =
∫ 1

t
1

Ψ(s)
ds for t > 0, h(t) = 0 for 0 ≤ t ≤ E(0)

Ψ(E(0))
, and

h−1(t) = t+
ψ−1 (t+ ψ(E(0)))

Ψ (ψ−1 (t+ ψ(E(0))))
∀t ≥ E(0)

Ψ(E(0))
.

Following the paper [42] , we introduce the new variable ρ and function

z(x, ρ, t) = ut(x, t− τρ), x ∈ Ω, ρ ∈ (0, 1), t > 0, (2.9)

which satisfies

τz′(x, ρ, t) + zρ(x, ρ, t) = 0 in Ω× (0, 1)× (0,+∞). (2.10)

The original problem is rewritten with the help of the new function z. Thus, it

becomes a system of two equations for two functions u and z, with an additional

variable ρ:

(φl(u
′))′ − div(φp(∇u)) + µ1g(u′(x, t)) + µ2g(z(x, 1, t)) = 0 in Ω×]0,+∞[,

τz′(x, ρ, t) + zρ(x, ρ, t) = 0, in Ω×]0, 1[×]0,+∞[

u(x, t) = 0, on ∂Ω× [0,+∞[,

z(x, 0, t) = u′(x, t), on Ω× [0,+∞[,

u(x, 0) = u0(x) u′(x, 0) = u1(x), in Ω,

z(x, ρ, 0) = f0(x,−ρτ), in Ω×]0, 1[ .

(2.11)

Let ξ be a positive constant such that

τ
µ2(1− α1)

α1

< ξ < τ
µ1 − α2µ2

α2

. (2.12)

The energy of u at time t of the problem (2.11) is defined by

E(t) =
l − 1

l
‖u′(t)‖ll +

1

p
‖∇xu(t)‖pp + ξ

∫
Ω

∫ 1

0

G(z(x, ρ, t)) dρ dx. (2.13)

The first lemma proved here is the following energy estimate.

2.2. Preliminaries and Notations
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Lemma 2.3 Let (u, z) be a solution of the problem (2.11). Then, the energy func-

tional defined by (2.13) satisfies

E ′(t) ≤ −
(
µ1 −

ξα2

τ
− µ2α2

)∫
Ω

u′g(u′) dx

−
(
ξ

τ
α1 − µ2(1− α1)

)∫
Ω

z(x, 1, t)g(z(x, 1, t)) dx

≤ 0. (2.14)

Proof. Multiplying the first equation in (2.11) by u′, integrating over Ω and using

integration by parts, we get

d

dt
(
l − 1

l
‖u′‖ll +

1

p
‖∇xu‖pp) + µ1

∫
Ω

u′g(u′) dx+ µ2

∫
Ω

u′g(z(x, 1, t)) dx = 0. (2.15)

We multiply the second equation in (2.11) by ξg(z) and integrate the result over

Ω× (0, 1) to obtain

ξ

∫
Ω

∫ 1

0

z′g(z(x, ρ, t)) dρ dx = − ξ
τ

∫
Ω

∫ 1

0

∂

∂ρ
G(z(x, ρ, t)) dρ dx

= − ξ
τ

∫
Ω

(G(z(x, 1, t))−G(z(x, 0, t))) dx.(2.16)

Then

ξ
d

dt

∫
Ω

∫ 1

0

G(z(x, ρ, t)) dρ dx = − ξ
τ

∫
Ω

G(z(x, 1, t)) dx+
ξ

τ

∫
Ω

G(u′) dx. (2.17)

From (2.15), (2.17) and using the Young inequality we get

E ′(t) = −
(
µ1 −

ξα2

τ

)∫
Ω

u′g(u′) dx

− ξ

τ

∫
Ω

G(z(x, 1, t)) dx− µ2

∫
Ω

u′(t)g(z(x, 1, t)) dx. (2.18)

Let us denote G∗ to be the conjugate function of the convex function G, i.e., G∗(s) =

supt∈R+(st−G(t)). Then G∗ is the Legendre transform of G which is given by (see

Arnold [28, pp. 61–62] and Lasiecka [31, 33, 39])

G∗(s) = s(G′)−1(s)−G[(G′)−1(s)] ∀s ≥ 0, (2.19)

and satisfies the following inequality

st ≤ G∗(s) +G(t) ∀s, t ≥ 0. (2.20)

Then by the definition of G we get

G∗(s) = sg−1(s)−G(g−1(s)).

2.2. Preliminaries and Notations
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Hence

G∗(g(z(x, 1, t))) = z(x, 1, t)g(z(x, 1, t))−G(z(x, 1, t))

≤ (1− α1)z(x, 1, t)g(z(x, 1, t)). (2.21)

Making use of (2.18), (2.20) and (2.21), we have

E ′(t) ≤ −
(
µ1 −

ξα2

τ

)∫
Ω

u′g(u′) dx− ξ

τ

∫
Ω

G(z(x, 1, t)) dx

+ µ2

∫
Ω

(G(u′) +G∗(g(z(x, 1, t)))) dx

≤ −
(
µ1 −

ξα2

τ
− µ2α2

)∫
Ω

u′g(u′) dx− ξ

τ

∫
Ω

G(z(x, 1, t)) dx

+ µ2

∫
Ω

G∗(g(z(x, 1, t))) dx. (2.22)

Using (2.6) and (2.12), we obtain

E ′(t) ≤ −
(
µ1 −

ξα2

τ
− µ2α2

)∫
Ω

u′g(u′) dx

−
(
ξ

τ
α1 − µ2(1− α1)

)∫
Ω

z(x, 1, t)g(z(x, 1, t)) dx

≤ 0. (2.23)

2.3 Global existence

We are now ready to employ the Galerkin method to prove the global existence

Theorem.

Theorem 2.1 Let (u0, u1, f0) ∈ W 2,p ∩W 1,p
0 ×W 1,l

0 (Ω) ×W 1,l
0 (Ω;W 1,2(0, 1)) and

assume that the hypotheses (H1)–(H2) hold. Then the problem (P ) admits a unique

solution

u ∈ L∞([0,∞);W 2,p ∩W 1,p
0 ), u′ ∈ L∞([0,∞);W 1,l

0 ), (2.24)

Proof. (of Theorem 2.1.) Let T > 0 be fixed and denote by Vk the space generated

by {w1, w2, . . . , wk}.

Now, we define for 1 ≤ j ≤ k the sequence φj(x, ρ) as follows:

φj(x, 0) = wj.

2.3. Global existence
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Then, we can extend φj(x, 0) by φj(x, ρ) over L2(Ω× [0, 1]) and denote Zk the space

generated by {φ1, φ2, . . . , φk}.

We construct approximate solutions (uk, zk)(k = 1, 2, 3, . . . , ) in the form

uk(t) =
∑k

j=1 gjkwj,

zk(t) =
∑k

j=1 hjkφj,

where gik and hik (j = 1, 2, . . . ,m) are determined by the following ordinary differ-

ential equations:

((|u′k(t)|l−2u′k(t))
′, wj) + (|∇xuk(t)|p−2∇xuk(t),∇xwj) + µ1(g(u′k), wj)

+µ1(g(zk(·, 1)), wj) = 0, 1 ≤ j ≤ k,

zn(x, 0, t) = u′k(x, t),

uk(0) = u0k =
∑k

j=1(u0, wj)wj → u0 in W 2,p ∩W 1,p
0 as m→ +∞,

u′k(0) = u1k =
∑k

j=1(u1, wj)wj → u1 in W 1,l
0 as m→ +∞,

(2.25)

and

(τzkt + zkρ, φj) = 0, 1 ≤ j ≤ k, (2.26)

zk(ρ, 0)=z0k=
k∑
j=1

(f0, φj)φj → f0 in W 1,l
0 (Ω;W 1,2

0 (0, 1)) as k → +∞. (2.27)

By virtue of the theory of ordinary differential equations, and following the tech-

niques due to Lions [40] in order to deal with the convergence of the nonlinear terms,

the system (2.25)–(2.27) has a unique local solution which is extended to a maximal

interval [0, Tk[.

Next, using a standard compactness argument for the limiting procedure, we obtain

a priori estimates for the solution, so that it can be extended to global solution.

Since the sequences u0k, u1k and z0k converge, then from (2.14) we can find a positive

constant C independent of k such that

Ek(t) + c1

t∫
0

u′k(x, s)g(u′k(x, s))ds+ c2

t∫
0

zk(x, 1, s)g(zk(x, 1, s))ds ≤ C. (2.28)

where

Ek(t) =
l − 1

l
‖u′k(t)‖ll +

1

p
‖∇xuk(t)‖pp + ξ

∫
Ω

∫ 1

0

G(zk(x, ρ, t)) dρ dx ≤ C. (2.29)

c1 = µ1 −
ξα2

τ
− µ2α2 and c2 =

ξα1

τ
− µ2(1− α1)

2.3. Global existence
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These estimates imply that the solution (uk, zk) exists globally in [0,+∞[. For

the regularity, differentiating (2.25), (2.26) with respect to t, multiplying by g′′jk(t),

h′jk(t) and summing over j from 1 to k, Taking the sum and using Cauchy-Schwarz,

Young’s inequalities and Gronwall’s Lemma to conclude that

u′k is bounded in L∞(0,+∞;W 1,l
0 (Ω)), (2.30)

z′k is bounded in L∞(0,+∞;W 1,2(Ω× (0, 1))). (2.31)

In the next estimate, replacing wj by −∆pwj in (2.25), multiplying the result by

g′jm(t), summing over j from 1 to k and replacing φj by −∆pφj in (2.26), multiplying

the resulting equation by hjk(t), summing over j from 1 to k. Using suitable calculus

to conclude that

uk is bounded in L∞(0,+∞;W 2,p(Ω) ∩W 1,p
0 (Ω)), (2.32)

zk is bounded in L∞(0,+∞;W 1,l
0 (Ω;W 1,2(0, 1))). (2.33)

Applying Dunford-Petti’s theorem and Aubin-Lions’ theorem [40], we can extract

a subsequence (uν) of (uk) such that

u′ν → u′ strongly in Ll(Ω).

Therefore,

u′ν → u′ a.e in Ω. (2.34)

Similarly we obtain

zν → z a.e in Ω. (2.35)

For the nonlinear terms, we need the next lemmas.

Lemma 2.4 For each T > 0, g(u′), g(z(x, 1, t)) ∈ L1(Ω) and

‖g(u′)‖L1(Ω), ‖g(z(x, 1, t))‖L1(Ω) ≤ K1,

where K1 is a constant independent of t.

Proof. By (H1) we have

g(u′k(x, t))→ g(u′(x, t)) a.e. in Ω,

0 ≤ g(u′k(x, t))u
′
k(x, t)→ g(u′(x, t))u′(x, t) a.e. in Ω.

Hence, by Fatou’s lemma we have∫ T

0

∫
Ω

u′(x, t)g(u′(x, t)) dx dt ≤ K for T > 0. (2.36)

2.3. Global existence
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By the Cauchy–Schwartz inequality and using (2.36), we have∫ T

0

∫
Ω

|g(u′(x, t))| dx dt ≤ c|Ω| 12
(∫ T

0

∫
Ω
u′g(u′) dx dt

) 1
2

(2.37)

≤ c|Ω| 12K 1
2 ≡ K1. (2.38)

Lemma 2.5 g(u′k)→ g(u′) in L1(Ω× (0, T )) and g(zk)→ g(z) in L1(Ω× (0, T )).

Proof. Let E ⊂ Ω× [0, T ] and set

E1 =

{
(x, t) ∈ E; g(u′k(x, t)) ≤

1√
|E|

}
, E2 = E \ E1,

where |E| is the measure of E. If M(r) := inf{|s|; s ∈ R and |g(s)| ≥ r},∫
E

|g(u′k)| dxdt ≤
√
|E|+

(
M

(
1√
|E|

))−1 ∫
E2

|u′kg(u′k)| dxdt.

We have supk
∫
E
|g(u′k)| dxdt → 0 as |E| → 0. From Vitali’s convergence theorem

we deduce that g(u′k)→ g(u′) in L1(Ω× (0, T )), hence

g(u′k)→ g(u′) weak in L2(Ω).

Similarly, we have

g(z′k)→ g(z′) weak in L2(Ω),

and this implies that∫ T

0

∫
Ω

g(u′k)v dx dt→
∫ T

0

∫
Ω

g(u′)v dx dt for all v ∈ L2(0, T ;W 1,l
0 ), (2.39)∫ T

0

∫
Ω

g(zk)v dx dt→
∫ T

0

∫
Ω

g(z)v dx dt for all v ∈ L2(0, T ;W 1,2
0 ) (2.40)

as m→ +∞. It follows at once (2.39), (2.40) that for each fixed v ∈ L2(0, T ;W 1,l
0 )

and w ∈ L2(0, T ;W 1,2
0 (Ω× (0, 1)))∫ T

0

∫
Ω

((|u′k|l−2u′k)
′ − div(|∇xu

′
k|p−2∇xu

′
k) + +µ1g(u′k) + µ2g(zk))v dx dt

→
∫ T

0

∫
Ω

((|u′k|l−2u′k)
′ − div(|∇xu

′
k|p−2∇xu

′
k) + µ1g(u′) + µ2g(z))v dx dt∫ T

0

∫ 1

0

∫
Ω

(
τz′k + ∂

∂ρ
zk

)
w dx dρ dt→

∫ T
0

∫ 1

0

∫
Ω

(
τz′ + ∂

∂ρ
z

)
w dx dρ dt

as m→ +∞. Hence∫ T
0

∫
Ω

((|u′k|l−2u′k)
′ − div(|∇xu

′
k|p−2∇xu

′
k) + µ1g(u′) + µ2g(z))v dx dt = 0, v ∈ L2(0, T ;W 1,l

0 ),∫ T
0

∫ 1

0

∫
Ω

(τu′ + ∂
∂ρ
z)w dx dρ dt = 0, w ∈ L2(0, T ;W 1,2

0 (Ω× (0, 1))).

Thus the problem (P ) admits a global weak solution u.

2.3. Global existence
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2.4 Energy decay

The next main result reads as.

Theorem 2.2 Let (u0, u1, f0) ∈ W 2,p ∩W 1,p
0 ×W 1,l

0 (Ω) ×W 1,l
0 (Ω;W 1,2(0, 1)) and

assume that the hypotheses (H1)–(H2) hold. Then, for some constants ω, ε0 we

have

E(t) ≤ ψ−1 (h(t) + ψ(E(0))) ∀t > 0, (2.41)

where ψ(t) =
∫ 1

t
1

ωϕ(τ)
dτ for t > 0, h(t) = 0 for 0 ≤ t ≤ E(0)

ωϕ(E(0))
,

h−1(t) = t+
ψ−1 (t+ ψ(E(0)))

ωϕ (ψ−1 (t+ ψ(E(0))))
∀t > 0,

ϕ(s) = {s if H is linear on [0, ε1], sH ′(ε0s) if H ′(0) = 0 and H ′′ > 0 on ]0, ε1].}

Proof. (of Theorem 2.2.) Multiplying the first equation of (2.11) by ϕ(E)
E
u, we

obtain

0 =

∫ T

S

ϕ(E)

E

∫
Ω

u ((φl(u
′))′ − div(φp(∇u)) + µ1g(u′(x, t)) + µ2g(z(x, 1, t))) dx dt

=

[
ϕ(E)

E

∫
Ω

u|u′|l−2u′dx

]T
S

−
∫ T

S

(
ϕ(E)

E

)′ ∫
Ω

u|u′|l−2u′dxdt

− 3l − 2

l

∫ T

S

ϕ(E)

E

∫
Ω

u′l dx dt+ 2

∫ T

S

ϕ(E)

E

∫
Ω

(
l − 1

l
u′l +

1

p
|∇u|p

)
dxdt

+ µ1

∫ T

S

ϕ(E)

E

∫
Ω

ug(u′) dx dt+ µ2

∫ T

S

ϕ(E)

E

∫
Ω

ug(z(x, 1, t)) dxdt

+ (1− 2

p
)

∫ T

S

ϕ(E)

E

∫
Ω

|∇u|pdxdt.
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Similarly, we multiply the second equation of (2.11) by ϕ(E)
E
e−2τρg(z(x, ρ, t)), we

have

0 =

∫ T

S

ϕ(E)

E

∫
Ω

∫ 1

0

e−2τρg(z)(τz′ + zρ) dxdρdt

=

[
ϕ(E)

E

∫
Ω

∫ 1

0

τe−2τρG(z) dxdρ

]T
S

− τ

∫ T

S

(
ϕ(E)

E

)′ ∫
Ω

∫ 1

0

e−2τρG(z) dxdρdt

+

∫ T

S

ϕ(E)

E

∫
Ω

∫ 1

0

(
∂

∂ρ
(e−2τρG(z)) + 2τe−2τρG(z)

)
dxdρdt

=

[
ϕ(E)

E

∫
Ω

∫ 1

0

τe−2τρG(z) dxdρ

]T
S

− τ

∫ T

S

(
ϕ(E)

E

)′ ∫
Ω

∫ 1

0

e−2τρG(z) dxdρdt

+

∫ T

S

ϕ(E)

E

∫
Ω

(e−2τG(z(x, 1, t))−G(z(x, 0, t))) dxdt

+ 2τ

∫ T

S

ϕ(E)

E

∫ 1

0

∫
Ω

e−2τρG(z) dxdρdt.

Since, p ≥ 2, summing to obtain, for A = min{2, 2τe−2τ/2ξ}

A

∫ T

S

ϕ(E) dt ≤ −
[
ϕ(E)

E

∫
Ω

u|u′|l−2u′dx

]T
S

+

∫ T

S

(
ϕ(E)

E
)′
∫

Ω

u|u′|l−2u′dxdt

+
3l − 2

l

∫ T

S

ϕ(E)

E

∫
Ω

u′l dxdt− µ1

∫ T

S

ϕ(E)

E

∫
Ω

ug(u′) dx dt

− µ2

∫ T

S

ϕ(E)

E

∫
Ω

ug(z(x, 1, t)) dxdt−
[
ϕ(E)

E

∫
Ω

∫ 1

0

τe−2τρG(z)dxdρ

]T
S

+ τ

∫ T

S

(
ϕ(E)

E

)′ ∫
Ω

∫ 1

0

e−2τρG(z)dxdρdt

−
∫ T

S

ϕ(E)

E

∫
Ω

(e−2τG(z(x, 1, t))−G(z(x, 0, t))) dxdt. (2.42)

Since E is non-increasing, using the Holder,Cauchy–Schwartz, Poincare and Young’s

inequalities with exponents l
l−1
, l, to get

−
[
ϕ(E)

E

∫
Ω

u|u′|l−2u′dx

]T
S

=
ϕ(E(S))

E(S)

∫
Ω

u(S)|u′(S)|l−2u′(S)dx

− ϕ(E(T ))

E(T )

∫
Ω

u(T )|u′(T )|l−2u′(T )dx

≤ Cϕ(E(S)),
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∣∣∣∣∫ T

S

(
ϕ(E)

E

)′ ∫
Ω

u|u′|l−2u′ dxdt

∣∣∣∣ ≤ c

∫ T

S

∣∣∣∣(ϕ(E)

E

)′∣∣∣∣E dt
≤ cϕ(E(S)),

−
[
ϕ(E)

E

∫
Ω

∫ 1

0

e−2τρG(z) dxdρ

]T
S

=
ϕ(E(S))

E(S)

∫
Ω

∫ 1

0

e−2τρG(z(x, ρ, S)) dxdρ,

− ϕ(E(T ))

E(T )

∫
Ω

∫ 1

0

e−2τρG(z(x, ρ, T )) dxdρ

≤ Cϕ(E(S)),

∫ T

S

((
ϕ(E)

E

)′)∫
Ω

∫ 1

0

e−2τρG(z) dxdρdt ≤ c

∫ T

S

(
−
(
ϕ(E)

E

)′)
Edt

≤ cϕ(E(S)),

∫ T

S

ϕ(E)

E

∫
Ω

e−2τG((x, 1, t)) dxdt ≤ c

∫ T

S

ϕ(E)

E
(−E ′) dt

≤ cϕ(E(S)),

∫ T

S

ϕ(E)

E

∫
Ω

G(z(x, 0, t))dxdt =

∫ T

S

ϕ(E)

E

∫
Ω

G(u′(x, t)) dxdt

≤ c

∫ T

S

ϕ(E)

E
(−E ′) dt

≤ cϕ(E(S)),

We conclude

A

∫ T

S

ϕ(E)dt ≤ cϕ(E(S)) + µ1

∫ T

S

ϕ(E)

E

∫
Ω

|u||g(u′)| dx dt

+
3l − 2

l

∫ T

S

ϕ(E)

E

∫
Ω

u′ldxdt+ µ2

∫ T

S

ϕ(E)

E

∫
Ω

|u||g(z(x, 1, t))| dxdt.(2.43)

In order to apply the results of Lemma 2.2, we estimate the terms of the right-hand

side of (2.43) .

We distinguish two cases.

1. H is linear on [0, ε1]. We have c1|s|l−1 ≤ |g(s)| ≤ c2|s|p for all s ∈ R, and

then, using (2.6) and noting that s 7→ ϕ(E(s))
E(s)

is non-increasing,∫ T

S

ϕ(E)

E

∫
Ω

|u′|ldxdt ≤ c

∫ T

S

ϕ(E)

E

∫
Ω

u′g(u′)dxdt ≤ cϕ(E(S)),
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Using the Poincaré, Young inequalities and the energy inequality from Lemma 2.3,

we obtain, for all ε > 0,∫ T

S

ϕ(E)

E

∫
Ω

|ug(u′)|dxdt ≤ ε

∫ T

S

ϕ(E)

E

∫
Ω

up+1dxdt+ cε

∫ T

S

ϕ(E)

E

∫
Ω

g1+ 1
p (u′)dxdt

≤ εc

∫ T

S

ϕ(E)dt+ cε

∫ T

S

ϕ(E)

E

∫
Ω

u′g(u′)dxdt

≤ εc

∫ T

S

ϕ(E)dt+ cεϕ(E(S)),

∫ T

S

ϕ(E)

E

∫
Ω

|ug(z(x, 1, t))|dxdt ≤ ε

∫ T

S

ϕ(E)

E

∫
Ω

up+1dxdt+ cε

∫ T

S

ϕ(E)

E

∫
Ω

g1+ 1
p (z(x, 1, t))dxdt

≤ εc

∫ T

S

ϕ(E)dt+ cε

∫ T

S

ϕ(E)

E

∫
Ω

z(x, 1, t)g(z(x, 1, t))dxdt

≤ εc

∫ T

S

ϕ(E)dt+ cεϕ(E(S)).

Inserting these two inequalities into (2.43), choosing ε > 0 small enough, we deduce

that ∫ T

S

ϕ(E(t))dt ≤ cϕ(E(S)).

Using Lemma 2.2 for E in the particular case where ϕ(s) = s, we deduce from (2.8)

that

E(t) ≤ ce−ωt.

2. H ′(0) = 0 and H ′′ > 0 on ]0, ε1]. For all t ≥ 0, we consider the following

partition of Ω

Ω1
t = {x ∈ Ω : |u′| ≥ ε1}, Ω2

t = {x ∈ Ω : |u′| ≤ ε1},

Ω̃1
t = {x ∈ Ω : |z(x, 1, t)| ≥ ε1}, Ω̃2

t = {x ∈ Ω : |z(x, 1, t)| ≤ ε1}.

Using (2.3), (2.6) and the fact that s 7→ ϕ(s)
s

is non-decreasing, we obtain

c

∫ T

S

ϕ(E)

E

∫
Ω1
t

(|u′|l + g1+ 1
p (u′))dxdt ≤ c

∫ T

S

ϕ(E)

E

∫
Ω

u′g(u′)dxdt ≤ cϕ(E(S)).

and∫ T

S

ϕ(E)

E

∫
Ω̃1
t

g1+ 1
p (z(x, 1, t))dxdt ≤ c

∫ T

S

ϕ(E)

E

∫
Ω

z(x, 1, t)g(z(x, 1, t))dxdt ≤ cϕ(E(S)).

2.4. Energy decay



Chapter 2. Energy decay result for a nonlinear wave p−Laplace equation with a
delay term 41

On the other hand, since H is convex and increasing, H−1 is concave and increasing.

Therefore (2.4) and the reversed Jensen’s inequality for a concave function imply

that∫ T

S

ϕ(E)

E

∫
Ω2
t

(|u′|l + gp/(p−1)(u′)) dxdt ≤
∫ T

S

ϕ(E)

E

∫
Ω2
t

H−1(u′g(u′)) dxdt

≤
∫ T

S

ϕ(E)

E
|Ω|H−1

( 1

|Ω|

∫
Ω

u′g(u′)dx
)
dt.(2.44)

Let us assume H∗ to be the conjugate function of the convex function H, i.e.,

H∗(s) = supt∈R+(st − H(t)). Then H∗ is the Legendre transform of H, which is

given by (see [28], [31, 33, 39])

H∗(s) = s(H ′)−1(s)−H[(H ′)−1(s)] ∀s ≥ 0 (2.45)

and satisfies the following inequality

st ≤ H∗(s) +H(t) ∀s, t ≥ 0. (2.46)

Due to our choice ϕ(s) = sH ′(ε0s), we have

H∗
(
ϕ(s)

s

)
= ε0sH

′(ε0s)−H(ε0s) ≤ ε0ϕ(s). (2.47)

Making use of (2.44), (2.46) and (2.47), we have∫ T

S

ϕ(E)

E

∫
Ω2
t

(|u′|l + gp/(p−1)(u′)) dxdt ≤ c

∫ T

S

H∗
(
ϕ(E)

E

)
dt+ c

∫ T

S

∫
Ω

u′g(u′)dt

≤ ε0

∫ T

S

ϕ(E)dt+ cE(S),

∫ T

S

ϕ(E)

E

∫
Ω̃2
t

(|u′|l + gp/(p−1)(z(x, 1, t))) dxdt

≤
∫ T

S

ϕ(E)

E

∫
Ω̃2
t

H−1(z(x, 1, t)g(z(x, 1, t))) dxdt

≤
∫ T

S

ϕ(E)

E
|Ω|H−1

( 1

|Ω|

∫
Ω

z(x, 1, t)g(z(x, 1, t))dx
)
dt

≤ c

∫ T

S

H∗
(
ϕ(E)

E

)
dt+ c

∫ T

S

∫
Ω

z(x, 1, t)g(z(x, 1, t))dt

≤ ε0

∫ T

S

ϕ(E)dt+ cE(S). (2.48)
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Then, choosing ε0 > 0 small enough and using (2.43), we obtain in both cases∫ +∞

S

ϕ(E(t))dt ≤ c
(
E(S) + ϕ(E(S))

)
≤ c

(
1 +

ϕ(E(S)

E(S)

)
E(S)

≤ cE(S) ∀S ≥ 0. (2.49)

Using Lemma 2.2 in the particular case where Ψ(s) = ωϕ(s), we deduce from (2.8)

our estimate (2.41). The proof of Theorem 2.2 is now complete.

Remark 2.1 The nonlinearity in space and time makes our problem more general

and very useful in the practical point of view.

2.4. Energy decay



CHAPITER3
General decay of solutions to an extensible

viscoelastic plate equation with a

nonlinear time-varying delay feedback

An extensible viscoelastic plate equation with a nonlinear time-varying delay feed-

back and nonlinear source term is considered. Under suitable assumptions on re-

laxation function, nonlinear internal delay feedback and source term, we establish

general decay of energy by using the multiplier method if the weight of weak dis-

sipation and the delay satisfy µ2 <
µ1α1(1−d)
α2(1−α1d)

. This is published in [B. Feng, Kh.

Zennir and L.Kassah.Laouar, General decay of solutions to an extensible

viscoelastic plate equation with a nonlinear time-varying delay feedback, Bull.

Malays. Math. Sci. Soc. (2018). https://doi.org/10.1007/s40840-018-0602-4]

3.1 Introduction

In this chapter, we consider the following plate equation:

utt(t) + ∆2u(t)−M(‖∇u(t)‖2)∆u(t)− σ(t)

∫ t

0

h(t− s)∆2u(s)ds

+µ1g1(ut(t)) + µ2g2(ut(t− τ(t))) + f(u(t)) = 0, (3.1)

defined in a bounded domain Ω ⊂ Rn (n ≥ 1) with a sufficiently smooth boundary

∂Ω. The function u(x, t) is the transverse displacement of a plate filament. µ1 and µ2

are two positive constants and g1, g2 are two functions satisfying some assumptions.

The function τ(t) represents the time-varying delay. The function f(u) is source

term.

43



Chapter 3. General decay of solutions to an extensible viscoelastic plate equation
with a nonlinear time-varying delay feedback 44

To Eq. (3.1), we add the following initial data

u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ Ω, (3.2)

ut(x, t) = f0(x, t), x ∈ Ω, t ∈ [−τ(0), 0), (3.3)

and simply supported boundary conditions:

u(x, t) = 0, ∆u(x, t) = 0 on ∂Ω× R+. (3.4)

Up till now there are so many results to partial differential equations with time

delay effects, and most of which are concerning with the global well-posedness of

systems with time delay. The delay effects often arise in many practical problems.

The presence of delay can be a source of instability and an arbitrarily small delay

may destabilized a system that is uniformly asymptotically stable in the absence of

delay unless additional control terms have been added. In recent years, the control

of wave equation with time delay effects has become an active area of research. The

general form of weak-viscoelastic wave equation with a nonlinear delayed term reads

utt −∆u+ σ(t)

∫ t

0

h(t− s)∆u(s)ds+ µ1g1(ut) + µ2g2(ut(t− τ(t))) + f(u) = 0.(3.5)

In absence of the viscoelastic term and source term, i.e, h = f = 0, if the functions

g1(t) = g2(t) = t, the problem have been investigated by many authors, and have

been proved the stability and instability under some suitable assumptions between

µ1 and µ2. More precisely, the energy of the system is exponentially decay if |µ2| <
µ1 for constant delay and |µ2| <

√
1− dµ1 for time-varying delay and the solution

will be instable if |µ2| ≥ µ1 for constant delay and |µ2| ≥
√

1− dµ1. See for

example, Datko, Lagnese and Polis [55], Kafini, Messaoudi and Nicaise [63], Liu

[69, 70], Nicaise and Pignotti [81, 79, 80], Nicaise, Valein and Fridman [82], Xu,

Yung and Li [87], and the references therein. For the viscoelastic wave equation with

linear time delay, when σ(t) = 1, one can find some results in Alabau-Boussouira,

Nicaise and Pignotti [47], Kirane and Said-Houari [65], Dai and Yang [53], Liu

and Zhang [71], Wu [86] and so on. For viscoelastic wave with nonlinear constant

delay feedback (3.5), when σ(t) = 1 and f(u) = 0, Benaissa, Benguessoum and

Messaoudi [50] studied the system. They proved the global existence of solutions by

using Faode-Galerkin method and established the general decay of energy by using

energy method under the assumption α2µ2 < α1µ1. Benaissa and Messaoudi [49]

studied the following wave equation

utt −∆u+ µ1σ(t)g1(ut) + µ2σ(t)g2(ut(t− τ(t))) = 0,

3.1. Introduction
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and proved the global existence of solutions under a certain relation between the

weight of the delay term in the feedback, the weight of the term without delay and

the speed of the delay. In addition, they established the energy decay of energy.

Recently, in [76], the authors considered a nonlinear viscoelastic wave equation with

nonlinear time-varying delay,

(|ut|γut)t −∆u−
∫ t

0

g(t− s)∆u(s)ds+ µ1ψ(ut) + µ2ψ(ut(t− τ(t))) = 0.

They proved the general decay of energy by using suitable Lyapunov functionals.

For general decay of energy to viscoelastic wave equation without time delay term,

we would like to refer the reader to Berrimi and Messaoudi [51], Messaoudi [75, 74],

Messaoudi and Al-Gharabli [76], Messaoudi and Tartar [77, 78], Tatar [85] and so

on for σ(t) = 1, and Messaoudi [73] for σ(t) 6= constant.

For plate equation with time delay effects, we mention the work of Park [83]. The

author studied the following plate equation of the form

utt + ∆2u−M(‖∇u‖2)∆u+ σ(t)

∫ t

0

g(t− s)∆u(s)ds+ a0ut + a1ut(t− τ(t)) = 0,

and proved a general decay result of energy under the assumption |a1| <
√

1− da0.

Feng [57] investigated a plate equation with viscoelastic and a delay terms

utt + ∆2u−M(‖∇u‖2)∆u−
∫ t

0

g(t− s)∆u(s)ds+ µ1ut + µ2ut(t− τ) = 0,

and proved the global existence of solutions with |µ2| ≤ µ1 and general decay of

energy under the assumption |µ2| < µ1. Yang [88] studied the following equation

utt + ∆2u−
∫ t

0

g(t− s)∆2u(s)ds+ µ1ut + µ2ut(t− τ) = 0.

Without any restriction on real numbers µ1, µ2, the author obtained the global ex-

istence of solutions. Under the assumption on 0 < |µ2| < µ1, the author also proved

the exponential stability of energy. Very recently, the present author considered a

plate equation with past history, source term and time-varying delay

utt + α∆2u−
∫ t

−∞
g(t− s)∆2u(s)ds+ µ1ut + µ2ut(t− τ(t)) + f(u) = h(x),

and proved the global existence and continuous dependence of solutions for any real

numbers µ1, µ2. Moreover, the author established the exponential decay of energy

when f(u) 6= 0 under the assumption |µ2| <
√

1− dµ1 and when f(u) = 0, µ1 = 0

3.1. Introduction
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if the weight of delay |µ2| is small, see [56]. Pignotti [84] considered the following

second-order evolution equations

utt + Au−
∫ ∞

0

µ(s)Au(t− s)ds+ b(t)ut(t− τ) = 0,

and proved the stability of solutions if b ∈ L1(0,∞) and the length of time intervals

is very large. In addition, the author established the stability results for a problem

with anti-damping.

It is remarkable that all above stability results on viscoelastic plate equation are

only holds for σ(t) = 1 and linear time delay. To our best of knowledge, there is

no stability result for plate equation with nonlinear time delay, nonlinear source

term and σ(t) 6=Const. So our main objective in the present work is to study the

stability of solutions to problem (3.1)-(3.4), and establish general decay of energy

of the problem from which the exponential decay and polynomial decay are only

special cases. And hence our result extend some known results.

To deal with the time delay term, motivated by Nicaise and Pignotti [79], we intro-

duce a new variable

z(x, ρ, t) = ut(x, t− τ(t)ρ), x ∈ Ω, ρ ∈ (0, 1), t > 0, (3.6)

which gives us

τ(t)zt(x, ρ, t) + (1− τ ′(t)ρ)zρ(x, ρ, t) = 0, in Ω× (0, 1)× (0,∞). (3.7)

Then we can get a new system which is equivalent to (3.1)-(3.4):

utt(t) + ∆2u(t)−M(‖∇u(t)‖2)∆u(t)− σ(t)

∫ t

0

h(t− s)∆2u(s)ds

+µ1g1(ut(t)) + µ2g2(z(x, 1, t)) + f(u(t)) = 0, (3.8)

τ(t)zt(x, ρ, t) + (1− τ ′(t)ρ)zρ(x, ρ, t) = 0, (3.9)

where x ∈ Ω, ρ ∈ (0, 1) and t > 0, and the initial and boundary conditions are
u(x, 0) = u0, ut(x, 0) = u1, x ∈ Ω

z(x, 0, ρ) = f0(x,−ρτ(0)), (x, ρ) ∈ Ω× (0, 1),

u = ∆u = 0, on ∂Ω× R+,

z(x, 0, t) = ut(x, t) x ∈ Ω, t > 0.

(3.10)
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3.2 Preliminaries and main results

In the following, we denote the standard notations of Lebesgue integral and Sobolev

spaces by Lq(Ω)(1 ≤ q ≤ ∞) and H i(Ω)(i = 1, 2, 3), respectively. The L2−inner

product is denoted by (·, ·) and ‖ · ‖B represents the norm in the space B. We

use ‖u‖ instead of ‖u‖2 when q = 2. The constants λ1 and λ2 are the embedding

constants

λ1‖u‖2 ≤ ‖∆u‖2, λ2‖∇u‖2 ≤ ‖∆u‖2,

for u ∈ H2 ∩H1
0 .

Now we give some assumptions used here. The source term f(u) is a nonlinear

function that f(0) = 0, and

|f(u)− f(v)| ≤ cf (1 + |u|p + |v|p)|u− v|, ∀ u, v ∈ R, (3.1)

where cf is a positive constant and

0 < p ≤ 4

n− 4
if n ≥ 5 and p > 0 if 1 ≤ n ≤ 4. (3.2)

We assume further that

0 ≤ F (u) ≤ f(u)u, ∀ u ∈ R, (3.3)

where F (u) =
∫ u

0
f(z)dz. Assumptions (3.1) and (3.3) include the following nonlin-

ear type

f(u) ≈ |u|pu+ |u|αu, 0 < α < p.

Let M(·) : R+ → R+ is a monotone nondecreasing and C1 function satisfying

zM(z) ≥ M̂(z), M̂(z) =

∫ z

0

M(s)ds. (3.4)

With respect to the relaxation function h and the potential function σ, we assume

(H1) h, σ : R+ → R+ are nonincreasing differentiable functions satisfying for any

t ≥ 0,

h(0) > 0,

∫ ∞
0

h(s)ds = l0 <∞, σ(t) > 0, 1− σ(t)

∫ t

0

h(s)ds ≥ l > 0. (3.5)

(H2) There exists a nonincreasing differentiable function ζ : R+ → R+ satisfying

ζ(t) > 0, h′(t) ≤ −ζ(t)h(t) for t ≥ 0, lim
t→∞

−σ′(t)
ζ(t)σ(t)

= 0. (3.6)
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Concerning with the time delay term τ(t), we assume

(D1)There exist two constants τ0 > 0 and τ1 > 0 such that

0 < τ0 ≤ τ(t) ≤ τ1, ∀ t > 0. (3.7)

(D2)

τ(t) ∈ W 2,∞(0, T ), and 0 < τ ′(t) ≤ d < 1, ∀ T, t > 0. (3.8)

For nonlinear functions g1 and g2, we assume that

(G1) The function g1 : R→ R is a non-decreasing function of class C(R). And there

exist two positive constants ε′, c1 and a convex and increasing function H : R+ → R+

of class C1(R+) ∩ C2([0,∞)) satisfying H(0) = 0, and H is linear on [0, ε′] (or

H ′(0) = 0 and H ′′ > 0 on [0, ε′]), such that

|g1(s)| ≤ c1|s|, if |s| ≥ ε′, (3.9)

and

g2
1(s) ≤ H−1(sg1(s)), if |s| ≤ ε′. (3.10)

(G2) The function g2 : R→ R is an odd non-decreasing function of the class C1(R).

There exist three constants c2 > 0,0 < α1 < 1 and α2 > 0 such that

|g′2(s)| ≤ c2, (3.11)

and

α1sg2(s) ≤ G2(s) ≤ α2sg1(s), (3.12)

where

G2(s) =

∫ s

0

g2(r)dr.

The weight of weak dissipation and the delay satisfy

µ2 <
µ1α1(1− d)

α2(1− α1d)
. (3.13)

Now we give the definition of weak solutions to problem (3.1)-(3.4): for given initial

data (u0, u1) ∈ (H2(Ω) ∩ H1
0 (Ω)) × L2(Ω) and f0 ∈ L2(Ω × (0, 1)), we say that a

function U = (u, ut) ∈ C(R+, (H2(Ω) ∩H1
0 (Ω)) × L2(Ω)) is a weak solution to the

problem (3.1)-(3.4) if U(0) = (u0, u1) and

(utt, ω) + (∆u,∆ω) + (M(‖∇u‖2)∇u,∇ω)− σ(t)

∫ t

0

g(t− s)(∆u(s),∆ω)ds

+µ1(g1(ut), ω) + µ2(g2(ut(t− τ(t))), ω) + (f(u), ω) = 0,
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for all ω ∈ H2(Ω) ∩H1
0 (Ω).

By using Faode-Galerkin approximation method, see, for example, [50, 57], we can

prove the following theorem concerning the global existence of solutions.

Theorem 3.1 Assume the assumptions (3.1)-(3.13) hold. Let (u0, u1, f0) ∈
(H2(Ω) ∩ H1

0 (Ω)) × L2(Ω) × L2(Ω × (0, 1)) satisfying the compatibility condi-

tion f0(·, 0) = u1. Then problem (3.8)-(3.10) has a weak solution (u, ut) ∈
C(0, T ; (H2(Ω) ∩H1

0 (Ω))× L2(Ω)) such that for any T > 0,

u ∈ L∞(0, T ;H2(Ω) ∩H1
0 (Ω))), ut ∈ L∞(0, T ;L2(Ω)).

In the sequel we introduce the energy functional to problem (3.8)-(3.10) by

E(t) =
1

2
‖ut(t)‖2 +

1

2

(
1− σ(t)

∫ t

0

h(s)ds

)
‖∆u(t)‖2 +

1

2
M̂(‖∇u(t)‖2)

+
1

2
σ(t)(h ◦∆u)(t) + ξτ(t)

∫
Ω

∫ 1

0

G2(z(x, ρ, t))dρdx+

∫
Ω

F (u)dx,(3.14)

where ξ > 0 is a constant satisfying

µ2(1− α1)

(1− d)α1

< ξ <
µ1 − µ2α2

α2

, (3.15)

and

(h ◦ v) =

∫ t

0

h(t− s)‖v(t)− v(s)‖2ds.

Then the main result is the general decay of energy to problem (3.8)-(3.10) which

is given in the following theorem.

Theorem 3.2 Assume the assumptions (3.1)-(3.13) hold. Let (u, ut) be the weak

solutions of problem (3.8)-(3.10) with the initial data (u0, u1) ∈ (H2(Ω)∩H1
0 (Ω))×

L2(Ω), f0 ∈ L2(Ω × (0, 1)). Then there exist two constants β > 0 and γ > 0 such

that the energy E(t) defined by (3.14) satisfies for ant t > 0,

E(t) ≤ H−1
1

(
β

∫ t

0

σ(s)ζ(s)ds

)
, (3.16)

where

H1(t) =

∫ 1

t

1

H2(s)
ds,

and

H2(t) =

{
t, if H is linear on [0, ε′],

tH ′(γt), if H ′(0) = 0 and H ′′ > 0 on [0, ε′].
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3.3 General decay

In this section, we shall establish the general decay of energy to problem (3.8)-(3.10).

To prove Theorem 3.2, we will use some properties of convex functions introduced

and developed by Arnold [48], Cavalcanti et al. [52], Daoulatli et al. [54], Lasiecka

[66], Lasiecka and Doundykov [67] and Lasiecka and Tataru [68]. We need the

following technical lemmas.

Lemma 3.1 Under the assumption of Theorem 3.2, the energy functional defined

by (3.14) is non-increasing and satisfies

E ′(t) ≤ −(µ1 − ξα2 − µ2α2)

∫
Ω

g1(ut)utdx

−
[
ξ(1− d)α1 − µ2 + µ2α1

] ∫
Ω

g2(z(x, 1, t))z(x, 1, t)dx

−1

2
σ′(t)

∫ t

0

h(s)ds‖∆u(t)‖2 − 1

2
σ(t)h(t)‖∆u(t)‖2

+
1

2
σ′(t)(h ◦∆u)(t) +

1

2
σ(t)(h′ ◦∆u)(t). (3.1)

Proof. First by direct calculations, we have

σ(t)(h ∗ u, ut) = −σ(t)

2
h(t)‖u(t)‖2 − d

dt

[
σ(t)

2
(h ◦ u)(t)− σ(t)

2

(∫ t

0

h(s)ds

)
‖u(t)‖2

]
+
σ(t)

2
(h′ ◦ u)(t) +

σ′(t)

2
(h ◦ u)(t)− σ′(t)

2

∫ t

0

h(s)ds‖u(t)‖2, (3.2)

where

(h ∗ u)(t) =

∫ t

0

g(t− s)u(s)ds.
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Differentiating (3.14) and using (3.8) and (3.2), we shall get that

E ′(t) =

∫
Ω

ut

(
−∆2u+M(‖∇u‖2)∆u+ σ(t)

∫ t

0

h(t− s)∆2u(s)ds− µ1g1(ut)

−µ2g2(z(x, 1, t))− f(u)

)
dx+M(‖∇u‖2)

∫
Ω

∇u · ∇utdx+

∫
Ω

∆u ·∆utdx

−1

2
σ′(t)

∫ t

0

h(s)ds‖∆u‖2 − 1

2
σ(t)h(t)‖∆u‖2 +

1

2
σ′(t)(h ◦∆u)

+
1

2
σ(t)(h ◦∆u)t +

(
1− σ(t)

∫ t

0

h(s)ds

)∫
Ω

∆u ·∆utdx

+
d

dt

(
ξτ(t)

∫
Ω

∫ 1

0

G2(z(x, ρ, t))dρdx

)
= −µ1

∫
Ω

g1(ut)utdx− µ2

∫
Ω

g2(z(x, 1, t))utdx−
1

2
σ′(t)

∫ t

0

h(s)ds‖∆u‖2

−1

2
σ(t)h(t)‖∆u‖2 +

1

2
σ′(t)(h ◦∆u) +

1

2
σ(t)(h′ ◦∆u)

+
d

dt

(
ξτ(t)

∫
Ω

∫ 1

0

G2(z(x, ρ, t))dρdx

)
. (3.3)

Multiplying (3.9) by ξg2(z(x, ρ, t)) and integrating the result over Ω × (0, 1) with

respect to x and ρ, we can obtain

ξτ(t)

∫
Ω

∫ 1

0

zt(x, ρ, t)g2(z(z, ρ, t))dρdx

= −ξ
∫

Ω

∫ 1

0

(1− τ ′(t)ρ)zρ(x, ρ, t)g2(z(x, ρ, t))dρdx

= −ξ
∫

Ω

∫ 1

0

∂

∂ρ

[
(1− τ ′(t)ρ)G2(z(x, ρ, t))

]
dρdx− ξτ ′(t)

∫
Ω

∫ 1

0

G2(z(x, ρ, t))dρdx

= −ξ
∫

Ω

[
(1− τ ′(t))G2(z(x, 1, t))−G2(ut(t))

]
dx− ξτ ′(t)

∫
Ω

∫ 1

0

G2(z(x, ρ, t))dρdx,

which gives us

d

dt

(
ξτ(t)

∫
Ω

∫ 1

0

G2(z(x, ρ, t))dρdx

)
= ξτ ′(t)

∫
Ω

∫ 1

0

G2(z(x, ρ, t))dρdx+ ξτ(t)

∫
Ω

∫ 1

0

zt(x, ρ, t)g2(z(z, ρ, t))dρdx

= −ξ
∫

Ω

(1− τ ′(t))G2(z(x, 1, t))dx+ ξ

∫
Ω

G2(ut(t))dx. (3.4)
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Combining (3.3) with (3.4) and using (3.12), we have

E ′(t) ≤ −(µ1 − ξα2)

∫
Ω

g1(ut)utdx− µ2

∫
Ω

g2(z(x, 1, t))utdx

−ξ
∫

Ω

(1− τ ′(t))G2(z(x, 1, t))dx− 1

2
σ′(t)

∫ t

0

h(s)ds‖∆u‖2

−1

2
σ(t)h(t)‖∆u‖2 +

1

2
σ′(t)(h ◦∆u) +

1

2
σ(t)(h′ ◦∆u). (3.5)

Following the same arguments as in Arnold [48], see also, Cavalcanti et al. [52],

Daoulatli et al. [54], Lasiecka [66], Lasiecka and Doundykov [67] and Lasiecka and

Tataru [68], we denote the conjugate function of the convex function G2 by G∗2, i.e.,

G∗2(s) = supt∈R+(st−G2(t)). Then for any s ≥ 0,

G∗2(s) = s(G′2)−1(s)−G2[(G′2)−1(s)],

is the Legendre transform of G2, which satisfies for any s, t ≥ 0,

st ≤ G∗2(s) +G2(t).

It follows from the definition of G2 that

G∗2(s) = sg−1
2 (s)−G2(g−1

2 (s)),

which implies

G∗2(z(x, 1, t)) = g2(z(x, 1, t))z(x, 1, t)−G2(z(x, 1, t)).

Hence

g2(z(x, 1, t))ut ≤ G∗2(g2(z(x, 1, t))) +G2(ut)

= g2(z(x, 1, t))z(x, 1, t)−G2(z(x, 1, t)) +G2(ut). (3.6)

Inserting (3.6) into (3.5) and using (3.8) and (3.12), we get

E ′(t) ≤ −(µ1 − ξα2)

∫
Ω

g1(ut)utdx+
[
µ2 − ξ(1− d)α1

] ∫
Ω

g2(z(x, 1, t))z(x, 1, t)dx

−µ2

∫
Ω

G2(z(x, 1, t))dx+ µ2

∫
Ω

G2(ut)dx−
1

2
σ′(t)

∫ t

0

h(s)ds‖∆u‖2

−1

2
σ(t)h(t)‖∆u‖2 +

1

2
σ′(t)(h ◦∆u) +

1

2
σ(t)(h′ ◦∆u). (3.7)

Therefore (3.1) follows from (3.7) and (3.12). The proof is complete. �
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Lemma 3.2 Under the assumptions in Theorem 3.2, then the functional φ(t) de-

fined by

φ(t) =

∫
Ω

u(t)ut(t)dx, (3.8)

satisfies that there exist positive constants C1, C2 and C3 such that for any t ≥ 0,

φ′(t) ≤ ‖ut(t)‖2 − l

2
‖∆u(t)‖2 − M̂(‖∇u(t)‖2) + C1σ(t)(h ◦∆u)(t)

+C2

∫
Ω

g2
1(ut(t))dx+ C3

∫
Ω

g2
2(z(x, 1, t))dx. (3.9)

Proof. By using (3.8) and (3.4), we can get

φ′(t) = ‖ut‖2 +

∫
Ω

u(t) ·
(
−∆2u+M(‖∇u‖2)∆ + σ(t)

∫ t

0

h(t− s)∆2u(s)ds

−µ1g1(ut)− µ2g2(z(x, 1, t))− f(u)

)
dx

= ‖ut‖2 − ‖∆u‖2 −M(‖∇u‖2)‖∇u‖2

+σ(t)

∫
Ω

∆u(t) ·
∫ t

0

h(t− s)∆u(s)dsdx− µ1

∫
Ω

g(ut)udx

−µ2

∫
Ω

g2(z(x, 1, t))−
∫

Ω

f(u)udx

≤ ‖ut‖2 − ‖∆u‖2 − M̂(‖∇u‖2) + σ(t)

∫
Ω

∆u(t) ·
∫ t

0

h(t− s)∆u(s)dsdx︸ ︷︷ ︸
:=I1

−µ1

∫
Ω

g(ut)udx︸ ︷︷ ︸
:=I2

−µ2

∫
Ω

g2(z(x, 1, t))︸ ︷︷ ︸
:=I3

. (3.10)

It follows from Young’s inequality and Poincaré’s inequality that for any ε > 0,

I1 = σ(t)

∫
Ω

∆u(t) ·
∫ t

0

h(t− s)(∆u(s)−∆u(t))dsdx+ σ(t)

∫ t

0

h(s)ds‖∆u(t)‖2

≤ (1− l)‖∆u‖2 + ε‖∆u‖2 +
σ2(t)

4ε

∫
Ω

(∫ t

0

h(t− s)(∆u(s)−∆u(t))ds

)2

dx

≤ (1− l + ε)‖∆u‖2 +
1− l
4ε

σ(t)(h ◦∆u)(t), (3.11)

I2 ≤
ε

λ1

‖∆u‖2 +
µ2

1

4ε

∫
Ω

g2
1(ut)dx, (3.12)
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I3 ≤
ε

λ1

‖∆u‖2 +
µ2

2

4ε

∫
Ω

g2
2(z(x, 1, t))dx. (3.13)

Inserting (3.11)-(3.13) into (3.10), we shall see that for any ε > 0,

φ′(t) ≤ ‖ut(t)‖2 −
(
l − ε− 2ε

λ1

)
‖∆u(t)‖2 +

1− l
4ε

(h ◦∆u)(t)− M̂(‖∇u‖2)

+
µ2

1

4ε

∫
Ω

g2
1(ut)dx+

µ2
2

4ε

∫
Ω

g2
2(z(x, 1, t))dx. (3.14)

Taking ε > 0 small enough in (3.14) such that

l − ε− 2ε

λ1

>
l

2
,

then we can obtain (3.9) with

C1 =
1− l
4ε

, C2 =
µ2

1

4ε
, C3 =

µ2
2

4ε
.

The proof is hence complete. �

Lemma 3.3 Under the assumptions in Theorem 3.2, then the functional ψ(t) de-

fined by

ψ(t) = −
∫

Ω

u(t)

∫ t

0

h(t− s)(u(t)− u(s))dsdx, (3.15)

satisfies that there exist a positive constant C4 such that for any δ > 0,

ψ′(t) ≤
[
δ(1− l)2 + 3δ

]
‖∆u(t)‖2 −

[(∫ t

0

h(s)ds

)
− δ
]
‖ut(t)‖2 + δ‖g1(ut(t))‖2

+δ‖g2(z(x, 1, t))‖2 + C4

(∫ t

0

h(s)ds

)
(h ◦∆u)(t)− h(0)

4δλ1

(h′ ◦∆u)(t).(3.16)
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Proof. Taking the derivative of ψ(t) and using (3.8), we conclude that

ψ′(t) =

∫
Ω

(
∆2u−M(‖∇u‖2)∆u− σ(t)

∫ t

0

h(t− s)∆2u(s)ds

+µ1g1(ut) + µ2g2(z(x, 1, t)) + f(u)

)∫ t

0

h(t− s)(u(t)− u(s))ds

−
∫

Ω

ut

∫ t

0

h′(t− s)(u(t)− u(s))dsdx−
∫ t

0

h(s)ds‖ut‖2

=

∫
Ω

∆u(t)

∫ t

0

h(t− s)(∆u(t)−∆u(s))dsdx

+M(‖∇u‖2)

∫
Ω

∇u(t)

∫ t

0

h(t− s)(∇u(t)−∇u(s))dsdx

−σ(t)

∫
Ω

(∫ t

0

h(t− s)∆u(s)ds

)(∫ t

0

h(t− s)(∆u(t)−∆u(s))ds

)
dx

+µ1

∫
Ω

g1(ut)

∫ t

0

h(t− s)(u(t)− u(s))dsdx

+µ2

∫
Ω

g2(z(x, 1, t))

∫ t

0

h(t− s)(u(t)− u(s))dsdx

+

∫
Ω

f(u)

∫ t

0

h(t− s)(u(t)− u(s))dsdx−
∫

Ω

ut

∫ t

0

h′(t− s)(u(t)− u(s))dsdx

−
∫ t

0

h(s)ds‖ut‖2

:=
7∑
i=1

Ji −
∫ t

0

h(s)ds‖ut‖2. (3.17)

By using Young’s inequality and Poincaré’s inequality, we can get for any δ > 0,

J1 ≤ δ‖∆u‖2 +
1

4δ

(∫ t

0

h(s)ds

)
(h ◦∆u)(t), (3.18)

J2 ≤ δ‖∆u‖2 +
C ′

4λ2δ

(∫ t

0

h(s)ds

)
(h ◦∆u)(t), (3.19)
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J3 = σ(t)

∫
Ω

(∫ t

0

h(t− s)(∆u(t)−∆u(s))ds

)2

dx

−σ(t)

∫
Ω

(∫ t

0

h(t− s)∆u(t)ds

)(∫ t

0

h(t− s)(∆u(t)−∆u(s))ds

)
dx

≤ σ(t)

(∫ t

0

h(s)ds

)
(h ◦∆u) + δσ2(t)

(∫ t

0

h(s)ds

)2

‖∆u‖2

+
1

4δ

∫
Ω

(∫ t

0

h(t− s)(∆u(t)−∆u(s))ds

)2

dx

≤ δ(1− l)2‖∆u‖2 +

(
σ(t) +

1

4δ

)(∫ t

0

h(s)ds

)
(h ◦∆u)(t), (3.20)

J4 ≤ δ‖g1(ut)‖2 +
µ2

1

4δλ1

(∫ t

0

h(s)ds

)
(h ◦∆u)(t), (3.21)

J5 ≤ δ‖g2(z(x, 1, t))‖2 +
µ2

2

4δλ1

(∫ t

0

h(s)ds

)
(h ◦∆u)(t), (3.22)

J6 ≤ δ‖∆u‖2 +
1

4δλ1

(∫ t

0

h(s)ds

)
(h ◦∆u)(t), (3.23)

J7 ≤ δ‖ut‖2 +
1

4δλ1

(∫ t

0

h′(s)ds

)
(h′ ◦∆u)(t)

≤ δ‖ut‖2 − h(0)

4δλ1

(h′ ◦∆u)(t),

which, combining (3.18)-(3.23) with (3.17), gives us (3.16) with

C4 =
1

2δ
+

C ′

4λ2δ
+ σ(0) +

µ2
1

4δλ1

+
µ2

2

4δλ1

+
1

4δλ1

,

where we used the fact σ(t) < σ(0). Therefore the proof is complete. �

Lemma 3.4 Under the assumptions in Theorem 3.2, we define the functional I(t)

by

I(t) =

∫
Ω

∫ 1

0

e−2τ(t)ρG2(z(x, ρ, t))dρdx. (3.24)

Then we have

I ′(t) ≤ −2(1− d)I(t)− 1− d
τ1

e−2τ1

∫
Ω

G2(z(x, 1, t))dx+
1

τ0

∫
Ω

G2(ut(t))dx. (3.25)
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Proof. Differentiating (3.24) with respect to t and noting the equation (3.9), we

can get for any t > 0,

I ′(t) = −2ρτ ′(t)

∫
Ω

∫ 1

0

e−2τ(t)ρG2(z(x, ρ, t))dρdx

+

∫
Ω

∫ 1

0

e−2τ(t)ρg2(z(x, ρ, t))zt(x, ρ, t)dρdx

= −2ρτ ′(t)I(t)− 1

τ(t)

∫
Ω

∫ 1

0

e−2τ(t)ρg2(z(x, ρ, t))zρ(x, ρ, t)(1− τ ′(t)ρ)dρdx

= −2ρτ ′(t)I(t)− 1

τ(t)

∫
Ω

∫ 1

0

[
∂

∂ρ

(
e−2τ(t)ρG2(z(x, ρ, t))

)
+2τ(t)G2(z(x, ρ, t))e−2τ(t)ρ

]
(1− τ ′(t)ρ)dρdx

= −2ρτ ′(t)I(t)− 1

τ(t)

[ ∫
Ω

(
e−2τ(t)ρG2(z(x, ρ, t))(1− τ ′(t)ρ)

∣∣∣∣1
0

+τ ′(t)

∫ 1

0

e−2τ(t)ρG2(z(x, ρ, t))dρ

)
dx

]
−2(1− τ ′(t)ρ)

∫
Ω

∫ 1

0

e−2τ(t)ρG2(z(x, ρ, t))dρdx

= −2ρτ ′(t)I(t)− 1− τ ′(t)
τ(t)

∫
Ω

e−2τ(t)G2(z(x, 1, t))dx+
1

τ(t)

∫
Ω

G2(ut(t))dx

−τ
′(t)

τ(t)
I(t)− 2(1− τ ′(t)ρ)

∫
Ω

∫ 1

0

e−2τ(t)ρG2(z(x, ρ, t))dρdx

≤
[
−2ρτ ′(t)− τ ′(t)

τ(t)
− 2(1− d)

]
I(t)− 1− d

τ1

e−2τ1

∫
Ω

G2(z(x, 1, t))dx

+
1

τ0

∫
Ω

G2(ut(t))dx

≤ −2(1− d)I(t)− 1− d
τ1

e−2τ1

∫
Ω

G2(z(x, 1, t))dx+
1

τ0

∫
Ω

G2(ut(t))dx.

Then the proof is done. �

Now we define a Lyapunov functional L(t) by

L(t) = ME(t) + ε1σ(t)φ(t) + ε2σ(t)I(t) + σ(t)ψ(t), (3.26)

where M , ε1 and ε2 are positive constants will be taken later.

Then we can get the following lemma.

Lemma 3.5 For M large, there exist two positive constants β1 and β2 such that

β1E(t) ≤ L(t) ≤ β2E(t). (3.27)
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Proof. It is easy to verify that for any t > 0,

|L(t)−ME(t)| = |ε1σ(t)φ(t) + ε2σ(t)I(t) + σ(t)ψ(t)|

≤ ε1

2λ1

‖∆u‖2 +

(
ε1

2
σ(0) +

σ(0)

2

)
‖ut‖2

+ε2σ(0)

∫
Ω

∫ 1

0

G2(z(x, ρ, t))dρdx+
1− l

2
(h ◦∆u),

which yields that there exists a constant C∗ > 0 such that

|L(t)−ME(t)| ≤ C∗E(t).

Then we can obtain (3.27) for M large with β1 = M − C∗ and β2 = M + C∗. The

proof is therefore complete. �

In the sequel we shall prove Theorem 3.2 combining above lemmas.

Proof of Theorem 3.2. First for any fixed t0 > 0, we have for any t ≥ t0,∫ t

0

h(s)ds ≥
∫ t0

0

h(s)ds := h0.

By using Young’s inequality and Poincaré’s inequality, we arrive at

ε1σ
′(t)φ(t) + ε2σ

′(t)I(t) + σ′(t)ψ(t)

≤ 1 + ε1

2
σ′(t)‖ut(t)‖2 +

ε1

2λ1

σ′(t)‖∆u(t)‖2 +
σ′(t)

2λ1

(∫ t

0

h(s)ds

)
(h ◦∆u)(t)

+ε2σ
′(t)

∫
Ω

∫ 1

0

G2(z(x, ρ, t))dρdx. (3.28)

It follows from (3.1), (3.9), (3.16), (3.25) and (3.28) that for any t > t0,

L′(t) = ME ′(t) + ε1σ(t)φ′(t) + ε2σ(t)I ′(t) + σ(t)ψ′(t)

+ε1σ
′(t)φ(t) + ε2σ

′(t)I(t) + σ′(t)ψ(t)

≤ −σ(t)

(
h0 − δ − ε1 +

1 + ε1

2

σ′(t)

σ(t)

)
‖ut(t)‖2 + σ(t)

(
M

2
− h(0)

4δλ1

)
(h′ ◦∆u)(t)

−σ(t)

[
−ε1

σ′(t)

2λ1σ(t)
+
l

2
ε1 −

(
δ(1− l)2 + 3δ

)]
‖∆u(t)‖2

−2ε2(1− d)σ(t)I(t)− ε1σ(t)M̂(‖∇u(t)‖2)

+σ(t)

[
C1ε1σ(0) + C4l0 +

σ′(t)

2λ1σ(t)
l0

]
(h ◦∆u)(t)
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−
[
MC +

(1− d)ε2

τ1

e−2τ1α1 − σ(0)(ε1C3 + δ)c1

] ∫
Ω

g2(z(x, 1, t))z(x, 1, t)dx

−
(
MC − ε2α2

τ0

)∫
Ω

g1(ut(t))ut(t)dx+ σ(t)(ε1C2 + δ)‖g1(ut(t))‖2

+σ(t)

(
ε2
σ′(t)

σ(t)

)∫
Ω

∫ 1

0

G2(z(x, ρ, t))dρdx. (3.29)

Now we first take ε1 > 0 small enough so that

h0 − ε1 >
1

2
h0.

For any fixed ε1 > 0, we pick δ > 0 so small that

l

2
ε1 −

(
δ(1− l)2 + 3δ

)
>
l

4
ε1,

and

h0 − δ − ε1 >
1

4
h0.

At last we choose M > 0 large enough so that (3.27) hold, and further

M

2
− h(0)

4δλ1

> 0, MC − ε2α2

τ0

> 0,

and

MC +
(1− d)ε2

τ1

e−2τ1α1 − σ(0)(ε1C3 + δ)c1 > 0.

Then from (3.29) and noting that the fact

lim
t→+∞

σ′(t)

σ(t)
= 0,

we can conclude that there exist three positive constant C5, C6 and C7 such that for

any t ≥ t0,

L′(t) ≤ −C5σ(t)E(t) + C6σ(t)(h ◦∆u)(t) + C7σ(t)‖g1(ut(t))‖2. (3.30)

In the sequel we shall exploit the same method as in [50] to deal with the last term

in the right-hand side of (3.30). We define

Ω+ = {x ∈ Ω : |ut(t)| ≥ ε′}, Ω+ = {x ∈ Ω : |ut(t)| ≤ ε′}.

By using (3.9)-(3.10), we can obtain∫
Ω+

|g1(ut)|2dx ≤ ς

∫
Ω+

utg1(ut)dx ≤ −ςE ′(t), (3.31)
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where ς > 0 is a positive constant. Now we distinguish two cases.

Case 1. H is linear on [0, ε′].

It is easy to get that there exists a positive ς ′ > 0 such that |g1(s)| ≤ ς ′|s| for any

|s| ≤ ε′, then we have∫
Ω−
|g1(ut)|2dx ≤ ς ′

∫
Ω−
utg1(ut)dx ≤ −ς ′E ′(t),

which, together with (3.30) and (3.31), gives us there exist a constant κ1 > 0 such

that

(L(t) + µE(t))′ ≤ −κσ(t)H2(E(t)) + C6σ(t)(h ◦∆u)(t), (3.32)

where µ = C8(ς + ς ′) and C8 = C7σ(0).

Case 2. H ′(0) = 0 and H ′′ > 0 on [0, ε′].

Since the function H is convex and increasing, the function H−1 is concave and

increasing. It follows from (3.10) and (3.1) that∫
Ω−
|g1(ut)|2dx ≤

∫
Ω−
H−1(utg1(ut))dx

≤ |Ω|H−1

(
1

|Ω|

∫
Ω−
utg1(ut)dx

)
≤ CH−1(−C ′E ′(t)), (3.33)

where we used the reversed Jensen’s inequality for concave function, and C, C ′ are

two positive constants. Inserting into (3.31) and (3.33) into (3.30), we deduce that

for any t ≥ t0,

(L(t) + C8ςE(t))′ ≤ −C5σ(t)E(t) + C6σ(t)(h ◦∆u)(t)

+C̃7σ(t)H−1(−C ′E ′(t)). (3.34)

Let us denote the conjugate function of the convex function of H by H∗, i.e.,

H∗(s) = sup
t∈R+

(st−H(t)).

Then for any s ≥ 0,

H∗(s) = s(H ′)−1(s)−H
[
(H ′)−1(s)

]
, (3.35)

is the Legendre transform and satisfies for any s, t ≥ 0,

st ≤ H∗(s) +H(t). (3.36)
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By using (3.35) and nothing that the functions H and (H ′)−1 are increasing and

H ′(0) = 0, we can obtain for any s ≥ 0,

H∗(s) ≤ s(H ′)−1(s),

which, together with (3.34) and (3.36), implies for any ε0 small enough,

d

dt

[
H ′(ε0E(t))(L(t) + C8ςE(t)) + C̃7C

′σ(t)E(t)
]

= ε0E
′(t)H ′′(ε0E(t))(L(t) + C8ςE(t)) +H ′(ε0E(t))(L′(t) + C8ςE

′(t))

+C̃7C
′σ′(t)E(t) + C̃7C

′σ(t)E ′(t)

≤ −C5σ(t)H ′(ε0E(t))E(t) + C6σ(t)H ′(ε0E(t))(h ◦∆u)(t)

+C̃7σ(t)H ′(ε0E(t))H−1(−C ′E ′(t)) + C̃7C
′σ′(t)E(t) + C̃7C

′σ(t)E ′(t)

≤ −C5σ(t)H ′(ε0E(t))E(t) + C6σ(t)H ′(ε0E(t))(h ◦∆u)(t) + C̃7σ(t)H∗(H ′(ε0E(t)))

≤ −C5σ(t)H ′(ε0E(t))E(t) + C6σ(t)H ′(ε0E(t))(h ◦∆u)(t) + C̃7σ(t)H ′(ε0E(t))ε0E(t)

≤ −C̃5σ(t)H ′(ε0E(t))E(t) + C6σ(t)H ′(ε0E(0))(h ◦∆u)(t)

= −C̃5σ(t)H2(E(t)) + C6σ(t)H ′(ε0E(0))(h ◦∆u)(t), (3.37)

where we used the following fact

E ′(t) ≤ 0, H ′′(t) ≥ 0, 0 ≤ H ′(ε0E(t)) ≤ H ′(ε0E(0)).

Let

L̃(t) =


L(t) + µE(t), if H is linear on [0, ε′],

H ′(ε0E(t))(L(t) + C8ςE(t)) + C̃7C
′σ(t)E(t),

if H ′(0) = 0 and H ′′ > 0 on [0, ε′].

(3.38)

Then it follows from (3.32) and (3.37) that for any t ≥ t0,

L̃′(t) ≤ −C9σ(t)H2(E(t)) + C10σ(t)(h ◦∆u)(t), (3.39)

where C9 and C10 are positive constants. It is easy to verify that L̃(t) is equivalent

to E(t). Since ζ ′(t) < 0, then there exist a constant θ̄ > 0 such that for any t ≥ t0,

ζ(t)L̃(t) + 2C10E(t) ≤ θ̄E(t). (3.40)

Denote

E(t) = θ(ζ(t)L̃(t) + 2C10E(t)), for 0 < θ <
1

θ̄
.
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It follows from (3.6), (3.1) and (3.39)-(3.40) that for any t ≥ t0,

E ′(t) = θ(ζ ′(t)L̃(t) + ζ(t)L̃′(t) + 2C10E
′(t))

≤ −C9θσ(t)ζ(t)H2(E(t)) + C10θσ(t)ζ(t)(h ◦∆u)(t) + 2C10θE
′(t)

≤ −C9θσ(t)ζ(t)H2(E(t))− C10θσ(t)(h′ ◦∆u)(t) + 2C10θE
′(t)

≤ −C9θσ(t)ζ(t)H2(E(t)) ≤ −C9θσ(t)ζ(t)H2

(
1

θ̄

(
ζ(t)L̃(t) + 2C10E(t)

))
≤ −C9θσ(t)ζ(t)H2

(
(ζ(t)L̃(t) + 2C10E(t))

)
= −C9θσ(t)ζ(t)H2(E(t)),

which, noting that H ′1 = − 1
H2

, yields that for any t ≥ t0,

E ′(t)H ′1(E(t)) ≥ C9θσ(t)ζ(t). (3.41)

Integrating (3.41) over (t0, t), we have

H1(E(t)) ≥ H1(E(t0)) + C9θ

∫ t

0

σ(s)ζ(s)ds− C9θ

∫ t0

0

σ(s)ζ(s)ds.

Taking θ > 0 small enough so that

H1(E(t0))− C9θ

∫ t0

0

σ(s)ζ(s)ds > 0,

and noting that H−1
1 is decreasing, we deduce that

E(t) ≤ H−1
1

(
H1(E(t0)) + C9θ

∫ t

0

σ(s)ζ(s)ds− C9θ

∫ t0

0

σ(s)ζ(s)ds

)
≤ H−1

1

(
C9θ

∫ t

0

σ(s)ζ(s)ds

)
. (3.42)

Then (3.16) follows from the equivalent of E(t) and E(t) and by by renaming the

constants. The proof of Theorem 3.2 is complete. �
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CHAPITER4
The sharp decay rate of thermoelastic

transmission system with infinite

memories

The main contributions here are to show the lack of exponential stability and to

prove that the t−1 is the sharp decay rate of problem (4.1). That is to show that for

this types of materials, the dissipation produced by the weak-infinite memories are

not strong enough to produce an exponential decay of the solution under usual/non

usual conditions on the the relaxation functions’s growth. This work extends the

previous results by [3], [26] to the weak-viscoelasticities in two parts. In order to

fill this gaps, we use an appropriate estimates.This is paper [L.Kassah.Laouar,

KH. ZENNIR and S. Boulaaras, The sharp decay rate of thermoelastic transmission

system with infinite memories, Rendiconti del Circolo Matematico di Palermo Series

2, https://doi.org/10.1007/s12215-019-00408-1, 2019]

4.1 Introduction

The extent to which different types of decay rate of transmission system get our

attention to study the role of the damped case, it is largely requested, especially

with the rapid adoption of weak-viscoelasatic terms. While there is no novelty in the

idea of inter-relation between the problems of thermoelastic and of viscoelastic in

the transmission system with 1−d mixed type I and type II, nevertheless recent few

works in only one part. This research addressed the needs of mathematical physics

interests for the thermoelastic transmission problem with weak- infinite memories,
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those which are acting in the first and second parts (see [3], [25], [26]).

The problem we will consider here, for t > 0, is

ρ1u
′′ − a1

(
uxx − α1(t)

∫ t
−∞ µ1(t− s)uxx(s)ds

)
+ β1θx = 0, x ∈ (−L, 0),

c1w
′′
1 − lθxx + β1u

′
x = 0, x ∈ (−L, 0),

ρ2v
′′ − a2

(
vxx − α2(t)

∫ t
−∞ µ2(t− s)vxx(s)ds

)
+ β2qx = 0, x ∈ (0, L),

c2w
′′
2 − kw2,xx + β2v

′
x = 0, x ∈ (0, L),

u(0, t) = v(0, t),

θ(0, t) = q(0, t),

w1(0, t) = w2(0, t),

lθx(0, t) = kw2,x(0, t),

a1ux(0, t)− a2vx(0, t) = β1θ(0, t) + β2q(0, t),

(4.1)

where u, v are the displacement of the system at time t in (−L, 0) and (0, L) and

θ, q are respectively the temperature difference with respect to a fixed reference

temperature, w1, w2 are the so-called thermal displacement, which satisfies

w1(., t) =

∫ t

0

θ(., s)ds+ w1(., 0)

and

w2(., t) =

∫ t

0

q(., s)ds+ w2(., 0).

The parameters a1, a2, ρ1, ρ2, β1, β2, c1.c2, k, l and L <∞ are assumed to be positive

constants. The functions µi, αi, i = 1, 2 will be defined later.

The system (4.1) satisfies the Dirichlet boundary conditions:
u(−L, t) = v(L, t) = 0, t > 0,

w1(−L, t) = w2(L, t) = 0, t > 0,

(4.2)

and the following initial conditions:
u(., 0) = u0(x), u′(., 0) = u1(x), w1(., 0) = w0

1(x), θ(., 0) = θ0(x)

v(., 0) = v0(x), v′(., 0) = v1(x), w2(., 0) = w0
2(x), q(., 0) = q0(x).

(4.3)

We treat the infinite memories as Dafermos [94], [95] adding a new variables η1, η2

to the system which corresponds to the relative displacement history. Let us define

the auxiliary variables

η1 = ηt1(x, s) = u(x, t)− u(x, t− s), (x, s) ∈ (−L, 0)× R+.

4.1. Introduction
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and

η2 = ηt2(x, s) = v(x, t)− v(x, t− s), (x, s) ∈ (0, L)× R+.

By differentiation we have

d

dt
ηt1(x, s) = − d

ds
ηt1(x, s) +

d

dt
u(x, t), (x, s) ∈ (−L, 0)× R+,

and

d

dt
ηt2(x, s) = − d

ds
ηt2(x, s) +

d

dt
v(x, t), (x, s) ∈ (0, L)× R+,

and we can take as initial condition (t = 0)

η0
1(x, s) = u0(x, 0)− u0(x,−s), (x, s) ∈ (−L, 0)× R+.

and

η0
2(x, s) = v0(x, 0)− v0(x,−s), (x, s) ∈ (0, L)× R+.

Thus, the original weak-memories terms can be rewritten as

α1(t)
∫ t
−∞ µ1(t− s)uxx(s)ds = α1(t)

∫∞
0
µ1(s)uxx(t− s)ds

= α1(t)
(∫∞

0
µ1(t)dt

)
uxx − α1(t)

∫∞
0
µ1(s)ηt1,xx(s)ds.

and

α2(t)
∫ t
−∞ µ2(t− s)vxx(s)ds =

∫∞
0
µ2(s)vxx(t− s)ds

= α2(t)
(∫∞

0
µ2(t)dt

)
vxx − α2(t)

∫∞
0
µ2(s)ηt2,xx(s)ds.

The problem (4.1) is transformed into the system

ρ1u
′′ − a1

(
µ01uxx + α1(t)

∫∞
0
µ1(s)ηt1,xx(s)ds

)
+ β1θx = 0, x ∈ (−L, 0),

c1w
′′
1 − lθxx + β1u

′
x = 0, x ∈ (−L, 0),

ρ2v
′′ − a2

(
µ02vxx + α2(t)

∫∞
0
µ2(s)ηt2,xx(s)ds

)
+ β2qx = 0, x ∈ (0, L),

c2w
′′
2 − kw2,xx + β2v

′
x = 0, x ∈ (0, L),

d
dt
ηt1(x, s) + d

ds
ηt1(x, s)− d

dt
u(x, t) = 0, x ∈ (−L, 0),

d
dt
ηt2(x, s) + d

ds
ηt2(x, s)− d

dt
v(x, t) = 0, x ∈ (0, L),

u(0, t) = v(0, t),

θ(0, t) = q(0, t),

w1(0, t) = w2(0, t),

lθx(0, t) = kw2,x(0, t),

a1ux(0, t)− a2vx(0, t) = β1θ(0, t) + β2q(0, t),

η0
1(x, s) = u0(x, 0)− u0(x,−s), s > 0

η0
2(x, s) = v0(x, 0)− v0(x,−s), s > 0

(4.4)
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where µ0i = 1 − αi(t)
∫∞

0
µi(t)dt, i = 1, 2. Studies included polynomial decay

of solution for a thermoelastic transmission problem with 1 − d mixed type I and

type II with weak- infinite memories acting in the first and second parts.

4.2 Previous Results

The stability of various transmission problems on thermoelasticity have been con-

sidered [1], [2], [6], [7] [12], [14], [15], [20], [21], [22] and [24]. Very recentely, in [14],

the authors treated a related problem, concerning the stabilization of a nonlinear

rotating disk-beam system with localized thermal effect in the following

y′′ + yxxxx = w2(t)y, x ∈ (ξ, 1), 1 > 0,

y′′ + yxxxx + αθxx = w2(t)y, x ∈ (0, ξ), 1 > 0,

θ′ − θxx − αy′xx = 0, x ∈ (0, ξ), 1 > 0,
d
dt

{
w(t)

[
Id +

∫ 1

0
y2dx

]}
= Γ(t), t > 0,

y(0, t) = yx(0, t) = yxx(1, t) = yxxx(1, t) = θ(0, t) = 0, t > 0,

y(x, 0) = y0(x), y′(x, 0) = y1(x), θ(x, 0) = θ0, w(0) = w0.

(4.5)

The stabilization problem of a rotating disk-beam system with localized thermal

effect and torque control is considered. Using only torque control, the authors

proved that the system can be stabilized exponentially under certain condition on

angular velocity, no matter how small the part with thermal effect of the beam is.

The exponential stability is mainly proved by the resolvent estimate.

The transmission problem to hyperbolic equations was studied by Dautray and Lions

[11] where the existence and regularity of solutions for the linear problem have been

proved. In [21], the authors considered the transmission problem of viscoelastic

waves 
ρ1u

′′ − α1uxx = 0, x ∈ (0, L0),

ρ2v
′′ − α2vxx +

∫ t
0
g(t− s)vxx(s)ds = 0, x ∈ (L0, L),

(4.6)

satisfying boundary conditions and initial conditions. The authors studied the wave

propagations over materials consisting of elastic and viscoelastic components. They

showed that the viscoelastic part produce exponential decay of the solution. In [18],

the authors investigated a 1D semi-linear transmission problem in classical ther-

moelasticity and showed that a combination of the first, second and third energies

of the solution decays exponentially to zero. Marzocchi et al [19] studied a multidi-

mensional linear thermoelastic transmission problem. An existence and regularity

result has been proved. When the solution is supposed to be spherically symmetric,
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the authors established an exponential decay result similar to [18]. Next, Rivera

and all [22], considered a transmission problem in thermoelasticity with memory.

As time goes to infinity, they showed the exponential decay of the solution in case

of radially symmetric situations. We must mention the pioneer work by Rivera and

all in [15] where a semilinear transmission problem for a coupling of an elastic and

a thermoelastic material is considered. The heat conduction is modeled by Catta-

neo’s law removing the physical paradox of infinite propagation speed of signals.

The damped, totally hyperbolic system is shown to be exponentially stable. In

2009, Mesaoudi and all [20] proposed and studied a 1D linear thermoelastic trans-

mission problem, where the heat conduction is described by the theories of Green

and Naghdi. By using the energy method, they proved that the thermal effect is

strong enough to produce an exponential stability of the solution.

The earliest result in this direction was established by [25], where the dynamical

behavior of the system is described by
ρ1u

′′
1 − a1u1,xx + β1θ1,x = 0, x ∈ (−1, 0),

c1τ
′′
1 − bθ1,xx + β1u

′
1,x = 0, x ∈ (−1, 0),

ρ2u
′′
2 − a2u2,xx + β2θ2,x = 0, x ∈ (0, 1),

c2τ
′′
2 − kτ2,xx + β2u

′
2,x = 0, x ∈ (0, 1),

(4.7)

the system consists of two kinds of thermoelastic components, one is of type

I, another one is of type II. Under certain transmission conditions, these two

components are coupled at the interface. The authors proved that the system is

lack of exponential decay rate and further obtain the sharp polynomial decay rate.

Our paper is devoted to showing that our system can achieve polynomial decay

rate, where it can’t be faster than t−1. That is, our main result here is to show that

for this types of materials the dissipation produced by the weak-viscoelasticities

are not strong enough to produce an exponential decay of the solution, for any

conditions on the nature for decay of µi, i.e. the decay rate of our system is

independent of those of µi.
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4.3 Research aims, approaches used

The potential functions α1, α2 are positive non-increasing functions defined on R+.

We assume that the relaxation function µi : R+ −→ R+ is of class C1 satisfying:
1− αi(t)

∫ t
0
µi(s)ds ≥ l > 0, i = 1, 2 ∀t ∈ R+

µi(0) > 0,
∫∞

0
µi(s)ds <∞

(4.8)

We denote by A the unbounded operator in an appropriate Hilbert state space given

in (4.11).

Let

V k(0, L) = {h ∈ Hk(0, L);h(L) = 0}

and

V k(−L, 0) = {h ∈ Hk(−L, 0);h(−L) = 0}.

Let

H = V 1(−L, 0)× L2(−L, 0)× L2
µ1

(R+, V 1(−L, 0))× L2(−L, 0)×
× V 1(0, L)× L2(0, L)× L2

µ2
(R+, V 1(0, L))× V 1(0, L)× L2(0, L), (4.9)

equipped, for (u, u1, ηt1, θ, v, v
1, ηt2, w2, q), (ũ, ũ1, η̃t1, θ̃, ṽ, ṽ

1, η̃t2, w̃2, q̃) ∈ H endowed

with the inner product〈
(u, u1, ηt1, θ, v, v

1, ηt2, w2, q), (ũ, ũ1, η̃t1, θ̃, ṽ, ṽ
1, η̃t2, w̃2, q̃)

〉
H

=∫ 0

−L

[
a1

(
µ01uxũx + α1(t)

∫ ∞
0

µ1(s)(ηt1,x(s)η̃
t
1,x(s))ds

)
+ ρ1u

1ũ1 + c1θθ̃
]
dx

+

∫ L

0

[
a2

(
µ02vxṽx+α2(t)

∫ ∞
0

µ2(s)(ηt2,x(s)η̃
t
2,x(s))ds

)
+ρ2v

1ṽ1+kw2,x ˜w2,x+c2qxq̃x

]
dx.
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with domain

D(A) = (u, u1, ηt1, θ, v, v
1, ηt2, w2, q) ∈ H :



u, θ ∈ H2(−L, 0), u1 ∈ H1(−L, 0),

ηt1 ∈ Lµ1 ,
∫∞

0
µ1(s)ηt1,x(s)ds ∈ H1(−L, 0)

v ∈ H2(0, L), v1, q ∈ H1(0, L), w2 ∈ H2(0, L),

ηt2 ∈ Lµ2 ,
∫∞

0
µ2(s)ηt2,x(s)ds ∈ H1(0, L)

θ(−L) = q(L) = 0, lθx(0) = kw2,x(0)

a1µ0ux(0)− β1θ(0) = a2vx(0)− β2q(0)

u(0) = v(0), θ(0) = q(0),

(4.10)

where

Lµ1 = {ηt1 ∈ L2
µ1

(R+, V 1(−L, 0)), ∂ηt1/∂s ∈ Lµ1 , ηt1(0) = 0}

and

Lµ2 = {ηt2 ∈ L2
µ2

(R+, V 1(0, L)), ∂ηt2/∂s ∈ Lµ2 , ηt2(0) = 0},

and the linear operator given by

A



u

u1

ηt1
θ

v

v1

ηt2
w2

q


=



u1

ρ−1
1

(
a1

(
µ01uxx + α1(t)

∫∞
0
µ1(s)ηt1,xx(s)ds

)
− β1θx

)
∂ηt1
∂s
− u1

c−1
1

(
− β1u

1
x + lθxx

)
v1

ρ−1
2

(
a2

(
µ02vxx + α2(t)

∫∞
0
µ2(s)ηt2,xx(s)ds

)
− β2qx

)
∂ηt2
∂s
− v1

q

c−1
2

(
− β2v

1
x + kw2,xx

)



(4.11)

The spaces L2
µ1

(R+, V 1(−L, 0)) and L2
µ2

(R+, V 1(0, L)) are the weighted spaces with

respect to the measure µ1, µ2 defined by

L2
µ1

(R+, V 1(−L, 0)) =
{
ηt1 : R+ → V 1(−L, 0),

∫ ∞
0

µ1(s)

∫ 0

−L
|ηt1x(s)|2dxds <∞

}
and

L2
µ2

(R+, V 1(0, L)) =
{
ηt2 : R+ → V 1(0, L),

∫ ∞
0

µ2(s)

∫ L

0

|ηt2x(s)|2dxds <∞
}

4.3. Research aims, approaches used



Chapter 4. The sharp decay rate of thermoelastic transmission system with
infinite memories 70

endowed with the inner product

〈ν1, ν2〉L2
µ1

(R+,V 1(−L,0)) =

∫ ∞
0

µ1(s)〈ν1x(s), ν2x(s)〉ds,

and

〈ν1, ν2〉L2
µ2

(R+,V 1(0,L)) =

∫ ∞
0

µ2(s)〈ν1x(s), ν2x(s)〉ds.

We need to prove that the operator A is dissipative in H, to prepare the material

in order to use the semi-group approach.

Lemma 4.1 Let A and H be given in (4.9) and (4.11). Then, the operator A is

dissipative in H.
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Proof. Let W = (u, u1, ηt1, θ, v, v
1, ηt2, w2, q)

T , then it is note hard to see that

R(AW,W )H = R
(∫ 0

−L
ρ−1

1 a1

(
µ01u

1
xux + α1(t)

∫ ∞
0

µ1(s)(ηt1,x(s)η̃
t
1,x(s))ds

)
dx

+

∫ 0

−L
ρ−1

1

(
a1µ01ux − β1θ

)
x
u1 − a1α1(t)

∫ ∞
0

µ1(s)(ηt1,x(s)η̃
t
1,x(s))dsdx

+

∫ 0

−L
c−1

1

(
lθxx − β1u

′
x

)
θdx

+

∫ L

0

ρ−1
2 a2

(
µ02v

1
xvx + α2(t)

∫ ∞
0

µ2(s)(ηt2,x(s)η̃
t
2,x(s))ds

)
dx

+

∫ L

0

ρ−1
2

(
a2µ02vx − β2q

)
x
v1 − a2α2(t)

∫ ∞
0

µ2(s)(ηt2,x(s)η̃
t
2,x(s))dsdx

+

∫ L

0

(
kw2,xx − β2v

1
x

)
qxdx+

∫ L

0

kqxw2,xdx
)

= R
(∫ 0

−L
ρ−1

1 a1

(
µ01u

1
xux + α1(t)

∫ ∞
0

µ1(s)(ηt1,x(s)η̃
t
1,x(s))ds

)
dx

−
∫ 0

−L
ρ−1

1

(
a1µ01ux

)
u1
x + a1α1(t)

∫ ∞
0

µ1(s)(ηt1,x(s)η̃
t
1,x(s))dsdx

+

∫ 0

−L
c−1

1 lθxxθdx+

∫ 0

−L
c−1

1 β1u
1θxdx−

∫ 0

−L
ρ−1

1 β1θxu1
xdx

+

∫ L

0

ρ−1
2 a2

(
µ02v

1
xvx + α2(t)

∫ ∞
0

µ2(s)(ηt2,x(s)η̃
t
2,x(s))ds

)
dx

−
∫ L

0

ρ−1
2 a2µ02vxv1

x + a2α2(t)

∫ ∞
0

µ2(s)〈ηt2,x(s), η̃t2,x(s)〉dsdx

+

∫ L

0

(
kw2,xx − β2v

1
x

)
qxdx+

∫ L

0

kqxw2,xdx−
∫ L

0

ρ−1
2 β2qxv1dx

)

= R
(∫ 0

−L
c−1

1 lθxxθdx+

∫ L

0

kw2,xxqxdx+

∫ L

0

kqxw2,xdx
)

= −c−1
1 l

∫ 0

−L
|θx|2dx

≤ 0. (4.12)

Then, (4.12) means that the operator A is dissipative in H. In the next Theorem,

we shall prove that the operator (4.11) generates a C0 semigroup of contractions on
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H.

Theorem 4.1 Let A and H be given in (4.9) and (4.11). Then, A generates a C0

semi-group S(t) of contractions on H.

Proof. For any

F = (f1, f2, f3, f4, f5, f6, f7, f8, f9)T ∈ H,

the equation

AW = F

has a unique solution W = (u, u1, ηt1, θ, v, v
1, ηt2, w2, q)

T ∈ D(A) satisfying the trans-

mission and boundary conditions. Then, using Lemma 4.1 and Sobolev embedding

theorem, one obtains A−1 is compact on H. Therefore, the Lumer-Phillips theorem

(see [23]) gives the result. This completes the proof.

4.4 Lack of Exponential Stability

For U = (u, u1, ηt1, θ, v, v
1, ηt2, w2, q)

T , the problem (4.4) can then be reformulated

under the abstract from

U ′ = AU , (4.13)

where U(0) = (u0, u1, η0
1, θ

0, v0, v1, η0
2, w

0
2, q

0)T ∈ H is given.

The following is the well-known Gearhart-Herbst-Pruss-Huang theorem for dissi-

pative systems. We will use necessary and sufficient conditions for C0-semigroups

being exponentially stable in a Hilbert space. This result was obtained by Gearhart

[16] and Huang [13]

Theorem 4.2 Let S(t) = eAt be a C0-semigroup of contractions on Hilbert space.

Then S(t) is exponentially stable if and only if

ρ(A) ⊇ {iζ : ζ ∈ R} ≡ iR

and

lim
|ζ|→∞

‖(iζI −A)−1‖L(H) <∞.
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Following the techniques in [30], it is easy to check that (H, ‖.‖H) is a Hilbert space.

In this section we prove the lack of exponential decay using Theorem 4.2, that is we

show that there exists a sequence of values hm such that

‖(ihmI −A)−1‖L(H) →∞. (4.14)

It is equivalent to prove that there exist a sequence of data Fm ∈ H and a sequence

of real numbers hm ∈ R, with ‖Fm‖H ≤ 1 such that

‖(ihmI −A)−1Fm‖H = ‖Um‖2
H →∞. (4.15)

Theorem 4.3 Assume that the kernel satisfying hypothesis (4.8). The semi group

S(t) on H is not exponentially stable.

Proof. We will find a sequence of bounded functions

Fm = (f1,m, f2,m, f3,m, f4,m, f5,m, f6,m, f7,m, f8,m, f9,m)T ∈ H, h ∈ R,

for which the corresponding solutions of the resolvent equations is not bounded.

This will prove that the resolvent operator is not uniformly bounded. We consider

the spectral equation

ihUm −AUm = Fm.

and show that the corresponding solution Um is not bounded when Fm is bounded

in H. Rewriting the spectral equation in term of its components, we get

ihu− u1 = f1m

ihρ1u
1 −

(
a1

(
µ01uxx + α1(1)

∫∞
0
µ1(s)ηt1,xx(s)ds

)
− β1θx

)
= ρ1f2m

ihc1θ −
(
− β1u

1
x + lθxx

)
= c1f3m

ihv − v1 = f4m

ihρ2v
1 −

(
a2

(
µ02vxx + α2(t)

∫∞
0
µ2(s)ηt2,xx(s)ds

)
− β2qx

)
= ρ2f5m

ihw2 − q = f6m

ihc2q −
(
− β2v

1
x + kw2,xx

)
= c2f7m

ihηt1 − u1 + ηt1,s = f8m

ihηt2 − v1 + ηt2,s = f9m

(4.16)

We prove that there exists a sequence of real numbers hm so that (4.16) verified Let

us consider f1m = f4m = f6m = f8m = f9m = 0 and using the equations to eliminate

the terms u1, v1 and chose f2m = f3m = f5m = f6m = λm to obtain u1 = ihu,
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v1 = ihv and q = ihw2. Then, system (4.16) becomes

−h2u− ρ−1
1

(
a1

(
µ01uxx + α1(t)

∫∞
0
µ1(s)ηt2,xx(s)ds

)
− β1θx

)
= λm

ihθ − c−1
1

(
− β1u

1
x + lθxx

)
= λm

−h2v − ρ−1
2

(
a2

(
µ02vxx + α2(t)

∫∞
0
µ2(s)ηt2,xx(s)ds

)
− β2ihw2,x

)
= λm

−h2w2 − c−1
2

(
− β2v

1
x + kw2,xx

)
= λm

ihηt1 − ihu+ ηt1,s = 0

ihηt2 − ihv + ηt2,s = 0

(4.17)

We look for solutions of the form

u = aλm, v = bλm, θ = cλm, w2 = dλm, u
1 = eλm,

v1 = fλm, η
t
1(x, s) = γ(s)1λm, η

t
2(x, s) = γ2(s)λm

with a, b, c, d, e, f ∈ C and γ1(s), γ2(s) depend on h and will be determined explicitly

in what follows. From (4.17), we get a, b, c, d, e and f satisfy

−h2a− ρ−1
1

(
a1hm

(
µ01a+ α1(t)

∫∞
0
µ1(s)γ1(s)ds

)
− β1ch

)
= 1,

ihc− c−1
1

(
− β1e+ lhmc

)
= 1,

−h2b− ρ−1
2

(
a2hm

(
µ02b+ α2(t)

∫∞
0
µ2(s)γ2(s)ds

)
− β2ihd

)
= 1,

ihd− c−1
2

(
− β2f + khmd

)
= 1,

γ1,s + ihγ1 − iha = 0.

γ2,s + ihγ2 − ihb = 0.

(4.18)

From (4.18)5 and (4.18)6 we get

γ1(s) = a− ae−ihs, (4.19)

and

γ2(s) = b− be−ihs. (4.20)

Then, from (4.19), (4.20) we have

α1(t)

∫ ∞
0

µ1(s)γ1(s) ds = α1(t)

∫ ∞
0

µ1(s)(a− ae−ihs)ds

= aα1(t)

∫ ∞
0

µ1(s)ds− aα1(t)

∫ ∞
0

µ1(s)ae−ihsds

= a(1− µ01)− aα1(t)

∫ ∞
0

µ1(s)e−ihs ds. (4.21)
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and

α2(t)

∫ ∞
0

µ2(s)γ2(s) ds = b(1− µ02)− bα2(t)

∫ ∞
0

µ2(s)e−ihs ds. (4.22)

Now, we would like to find the parameters constants. To this end, choosing

c1ih = hml, c2ih = khm, (4.23)

using equations (4.18)2 and (4.18)4, we obtain

e =
c1

β1

, (4.24)

f =
c2

β2

. (4.25)

By equations (4.18)1 and (4.18)3, we have

c = 1
(−h2−ρ−1

1 hma1µ01)

(
1 + ρ−1

1 hma1α1(t)
∫∞

0
µ1(s)γ1(s)ds− ρ−1

1 hmβ1c
)
,

d = 1
(−h2−ρ−1

2 hma2µ02)

(
1 + ρ−1

2 hma2α1(t)
∫∞

0
µ2(s)γ2(s)ds− ρ−1

1 hmβ2c
)
.

Recalling from (4.24), (4.25) that

u1 + v1 = eλm + fλm

=
c1

β1

λm +
c2

β2

λm,

we get

‖u1‖2
2 + ‖v1‖2

2 =
[( c1

β1

)2

+
( c2

β2

)2]
h2
m.

Therefore we have

lim
m→∞

‖Um‖2
H ≥ lim

m→∞
[‖u1‖2

2 + ‖v1‖2
2]

= lim
m→∞

[( c1

β1

)2

+
( c2

β2

)2]
h2
m

= +∞

which completes the proof.

4.5 Polynomial Stability

Lemma 4.2 [5], [17], [25] For some constant C > 0, a C0 semigroup S(t) = etA of

contractions on a Hilbert space satisfies

‖S(t)W0‖ ≤ Ct−1‖W0‖D(A),∀W0 ∈ D(A), t→∞,
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if and only if the following conditions hold

1. ρ(A) ⊇ iR
2. lim

ζ→∞
‖(iζI −A)−1‖ <∞

Our next main result reads as follows.

Theorem 4.4 Assume that (4.8) hold. Then t−1 is the sharp decay rate. Therefore,

the decay rate of the system cannot be faster than t−1.

Proof. 1. Using proof by contradiction. For this purpose, we assume that

there exists λ̃ = iξ̃ ∈ δ(A), δ̃ ∈ R, δ̃ 6= 0 on the imaginary axis and W̃ =

(u, u1, ηt1, θ, v, v
1, ηt2, w2, q) ∈ D(A) is the eigenvector corresponding to λ̃. Then,

λ̃u = u1, (4.26)

λ̃u1 = ρ−1
1

(
a1

(
µ01uxx + α1(t)

∫ ∞
0

µ1(s)ηt1,xx(s)ds
)
− β1θx

)
, (4.27)

λ̃u1 = ∂ηt1/∂s (4.28)

λ̃θ = c−1
1

(
− β1u

1
x + lθxx

)
, (4.29)

λ̃v = v1, (4.30)

λ̃v1 = ρ−1
2

(
a2

(
µ02vxx + α2(t)

∫ ∞
0

µ2(s)ηt2,xx(s)ds
)
− β2qx

)
, (4.31)

λ̃v1 = ∂ηt2/∂s (4.32)

λ̃w2 = q, (4.33)

λ̃q = c−1
2

(
− β2v

1
x + kw2,xx

)
. (4.34)

Since A is dissipative by Lemma 4.1, we have

R(AW̃ , W̃ ) = −c−1
1 l

∫ 0

−L
|θx|2dx = 0,

which yields θx = θxx = 0, then by (4.29), we have u1
x = 0, then u = u1 = 0. Hence

(u, u1, w2, q) = 0 which contradicts the fact that W̃ = 0 is an eigenvector. This

4.5. Polynomial Stability



Chapter 4. The sharp decay rate of thermoelastic transmission system with
infinite memories 77

completes the proof of the first point.

2. We would now show that

lim
ζ→∞
‖(iζI −A)−1‖ <∞ (4.35)

We prove that there at least exists a sequence

Vn = (un, u
1
n, η

t
1,n, θn, vn, v

1
n, η

t
2,n, w2,n, qn) ∈ D(A),

with ‖Vn‖H = 1, and a sequence ζn ∈ R with ζn →∞ such that

lim
n→∞

ζn‖(iζnI −A)Vn‖H = 0

or

ζn(iζnun − u1
n) → 0, in H1(−L, 0), (4.36)

ζn

(
iζnu

1
n − ρ−1

1

(
a1

(
µ01un,xx + α1(t)

∫ ∞
0

µ1(s)ηt1,n,xx(s)ds
)
− β1θn,x

))
→ 0, in L2(−L, 0), (4.37)

ζn

(
iζnθn − c−1

1

(
− β1u

1
n,x + lθn,xx

))
→ 0, in L2(−L, 0),(4.38)

ζn(iζnvn − v1
n) → 0, in H1(0, L), (4.39)

ζn

(
iζnv

1
n − ρ−1

2

(
a2

(
µ02vn,xx + α2(t)

∫ ∞
0

µ2(s)ηt2,n,xx(s)ds
)
− β2qn,x

))
→ 0, in L2(0, L), (4.40)

ζn(iζnw2,n − qn) → 0, in H1(0, L), (4.41)

ζn

(
iζnqn − c−1

2

(
− β2v

1
n,x + kw2,n,xx

))
→ 0, in L2(0, L), (4.42)

ihηt1 − u1
1,n + ηt1,s = 0 (4.43)

ihηt2 − v1
1,n + ηt2,s = 0 (4.44)

Noting that

Re〈ζn(iζn −A)Vn, Vn〉H = ζn‖
√
l θn,x‖2

L2 → 0.

Then √
ζn θn,x → 0, in L2(−L, 0). (4.45)
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By Poincaré’s inequality, we get√
ζn θn → 0, in L2(−L, 0). (4.46)

Thanks to the Gagliardo-Nirenberg inequality, we have

‖
√
ζn θn‖L∞ ≤ C1

√
‖
√
ζn θn,x‖L2

√
‖
√
ζn θn‖L2 + C2‖

√
ζn θn‖L2 . (4.47)

Thus, √
ζn θn(0)→ 0. (4.48)

From (4.36), we have β1(iζn)−1u1
n,x is bounded in L2(−L, 0). By (4.38) we have the

boundedness of (iζn)−1θn,xx in L2(−L, 0).

Using again the Gagliardo-Nirenberg inequality, we have

‖
(√√

ζn

)−1

θn,x‖L∞ ≤ d1

√
‖(ζn)−1 θn,xx‖L2

√
‖
√
ζn θn,x‖L2 + d2‖

(√√
ζn

)−1

θn,x‖L2

→ 0.

which gives (√√
ζn

)−1

θn,x(−L)→ 0,
(√√

ζn

)−1

θn,x(0)→ 0. (4.49)

Multiplying (4.37) by p(x)un,x in L2 − norm for p(x) ∈ C1[−L, 0], to get

−ζ2
n〈un, p(x)un,x〉L2(−L,0) − ρ−1

1 a1

〈
µ01un,xx, p(x)un,x

〉
L2(−L,0)

−ρ−1
1 a1α1(t)

〈∫ ∞
0

µ1(s)ηt1,n,xx(s)ds, p(x)un,x

〉
L2(−L,0)

+ρ−1
1 β1〈θn,x, p(x)un,x〉L2(−L,0) → 0. (4.50)

Integration by parts gives

− ζ2
n〈un, p(x)un,x〉L2(−L,0) = ζ2

np(−L)|un(−L)|2 − ζ2
np(0)|un(0)|2 + ζ2

n

〈
px(x)un, un

〉
L2(−L,0)

− ρ−1
1 a1µ01

〈
un,xx, p(x)un,x

〉
L2(−L,0)

= −ρ−1
1 a1µ01p(0)|un,x(0)|2 + ρ−1

1 a1µ01p(−L)|un,x(−L)|2

+ ρ−1
1 a1µ01

〈
px(x)un,x, un,x

〉
L2(−L,0)
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and

−ρ−1
1 a1α1(t)

〈∫ ∞
0

µ1(s)ηt1,n,xx(s)ds, p(x)un,x

〉
L2(−L,0)

(4.51)

= −ρ−1
1 a1p(0)α1(t)

∫ ∞
0

µ1(s)ηt1,n,x(0, s)dsun,x(0)

+ρ−1
1 a1p(−L)α1(t)

∫ ∞
0

µ1(s)ηt1,n,x(−L, s)dsun,x(−L)

+ρ−1
1 a1

〈
px(x)α1(t)

∫ ∞
0

µ1(s)ηt1,n,x(s)ds, un,x

〉
L2(−L,0)

.

Since

ρ−1
1 β1〈θn,x, p(x)un,x〉L2(−L,0) → 0,

then by the above integrations, for p(x) = x ∈ C1[−L, 0], Eq.(4.50) takes the form

−ζ2
n|un(−L)|2 + ζ2

n

〈
un, un

〉
L2(−L,0)

−ρ−1
1 a1µ01|un,x(−L)|2 + ρ−1

1 a1µ01

〈
un,x, un,x

〉
L2(−L,0)

−ρ−1
1 a1α1(t)

∫ ∞
0

µ1(s)ηt1,n,x(−L, s)dsun,x(−L)

+ ρ−1
1 a1α1(t)

〈∫ ∞
0

µ1(s)ηt1,n,x(s)ds, un,x

〉
L2(−L,0)

→ 0, (4.52)

and hence un,x(−L) and ζnun(−L) are bounded.

Similarly, taking p(x) = x+ L ∈ C1[−L, 0], Eq.(4.50) takes the form

−ζ2
n|un(0)|2 + ζ2

n

〈
un, un

〉
L2(−L,0)

−ρ−1
1 a1µ01|un,x(0)|2 + ρ−1

1 a1µ01

〈
un,x, un,x

〉
L2(−L,0)

−ρ−1
1 a1α1(t)

∫ ∞
0

µ1(s)ηt1,n,x(0, s)dsun,x(0)

+ ρ−1
1 a1α1(t)

〈∫ ∞
0

µ1(s)ηt1,n,x(s)ds, un,x

〉
L2(−L,0)

→ 0. (4.53)

Then, we get boundedness of ζnun(0) and un,x(0).

Multiplying (4.38) by un,x and taking the integration to get since ζn > 0,

iζn

〈
θn, un,x

〉
L2(−L,0)

+ c−1
1 β1

〈
u1,n,x, un,x

〉
L2(−L,0)

− c−1
1 l
〈
θn,xx, un,x

〉
L2(−L,0)

→ 0.

4.5. Polynomial Stability



Chapter 4. The sharp decay rate of thermoelastic transmission system with
infinite memories 80

By (4.46), we have after dividing by i
√
ζn

iζn

〈
θn, un,x

〉
L2(−L,0)

→ 0

Integrating by part to get

l(i
√
ζn)−1

(
θn,x(−L)un,x(−L)− θn,x(0)un,x(0)

)
+ l
〈√

ζnθn,x, (iζn)−1un,xx

〉
L2(−L,0)

+β1

√
ζn

〈
u1,n,x, un,x

〉
L2(−L,0)

→ 0 (4.54)

By(4.49)and the boundedness of un,x(−L) and un,x(0), we have

l(i
√
ζn)−1

(
θn,x(−L)un,x(−L)− θn,x(0)un,x(0)

)
→ 0

Moreover, from (4.37), we obtain that (iζn)−1un,xx is bounded in L2(−L, 0), thus

l(
√
ζnθn,x, (iζn)−1un,xx)→ 0

Hence by(4.54),we get√√
ζn un,x → 0, in L2(−L, 0) (4.55)

thanks to the Poincaré inequality, we have√√
ζn un → 0, in L2(−L, 0) (4.56)

By (4.55),(4.56) and Galiardo-Nirenberg inequality, we get

√√
ζn un(0)→ 0 (4.57)

From (4.37) and (4.45) and since ζn > 0, we have

iζnu1,n − ρ−1
1 a1

(
µ01un,xx + α1(t)

∫ ∞
0

µ1(s)ηt1,n,xx(s)ds
)
→ 0, in L2(−L, 0),(4.58)

Multiplying the above by un, we get

iζn

〈
u1,n, un

〉
L2(−L,0)

− ρ−1
1 a1

〈(
µ01un,xx + α1(t)

∫ ∞
0

µ1(s)ηt1,n,xx(s)ds
)
, un

〉
L2(−L,0)

→ 0.

Integrating by part, we get

−
〈
u1,n, u1,n

〉
L2(−L,0)

−ρ−1
1 a1µ01un,x(0)un(0) + ρ−1

1 a1µ01un,x(−L)un(−L)− ρ−1
1 a1µ01

〈
un,x, un,x

〉
L2(−L,0)

+ρ−1
1 a1α1(t)

∫ ∞
0

µ1(s)ηt1,n,x(0, s)dsun(0)− ρ−1
1 a1α1(t)

∫ ∞
0

µ1(s)ηt1,n,x(−L, s)dsun(−L)

+ρ−1
1 a1

〈
α1(t)

∫ ∞
0

µ1(s)ηt1,n,x(s)ds, un,x

〉
L2(−L,0)

→ 0.
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Since un,x(0), un,x(−L) are bounded, by (4.55) and un(−L)→ 0, un(0)→ 0, we have

u1,n, ζnun → 0, in L2(−L, 0). (4.59)

Multiplying (4.37) by (x+ L)un,x, we get the real part as follows

2<
[
−
〈
ζ2
nu1,n, (x+ L)un,x

〉
L2(−L,0)

−ρ−1
1 a1

〈(
µ01un,xx + α1(t)

∫ ∞
0

µ1(s)ηt1,n,xx(s)ds
)
, (x+ L)un,x

〉
L2(−L,0)

]
= −ζ2

n|un(0)|2 + ζ2
n

〈
un, un

〉
L2(−L,0)

− ρ−1
1 a1µ01|un,x(0)|2 + ρ−1

1 a1µ01

〈
un,x, un,x

〉
L2(−L,0)

−ρ−1
1 a1α1(t)

∫ ∞
0

µ1(s)ηt1,n,x(0, s)dsun,x(0) + ρ−1
1 a1α1(t)

〈∫ ∞
0

µ1(s)ηt1,n,x(s)ds, un,x

〉
L2(−L,0)

→ 0,

Hence by (4.55)and (4.59)

ζnun(0), un,x(0)→ 0 (4.60)

Now, multiplying (4.37) by xun,x, we get the real part as follows

2<
[
−
〈
ζ2
nu

1
n, xun,x

〉
L2(−L,0)

(4.61)

−ρ−1
1 a1

〈(
µ01un,xx + α1(t)

∫ ∞
0

µ1(s)ηt1,n,xx(s)ds
)
, xun,x

〉
L2(−L,0)

]
= −ζ2

n|un(−L)|2 + ζ2
n

〈
un, un

〉
L2(−L,0)

− ρ−1
1 a1µ01|un,x(−L)|2 + ρ−1

1 a1µ01

〈
un,x, un,x

〉
L2(−L,0)

−ρ−1
1 a1α1(t)

∫ ∞
0

µ1(s)ηt1,n,x(−L, s)dsun,x(−L)

+ρ−1
1 a1α1(t)

〈∫ ∞
0

µ1(s)ηt1,n,x(s)ds, un,x

〉
L2(−L,0)

→ 0,

Then

ζnun(−L), un,x(−L)→ 0. (4.62)

Taking again Eq.(4.37), multiplying by un, we have√
ζn

〈
iζnu

1
n, un

〉
L2(−L,0)

+ ρ−1
1

√
ζnβ1

〈
θn,x, un

〉
L2(−L,0)

−ρ−1
1

√
ζna1µ01

〈
un,xx, un

〉
L2(−L,0)

−ρ−1
1

√
ζna1α1(t)

〈∫ ∞
0

µ1(s)ηt1,n,xx(s)ds, un

〉
L2(−L,0)

→ 0, (4.63)
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By (4.55) and (4.60), we have

−ρ−1
1

√
ζna1µ01

〈
un,xx, un

〉
L2(−L,0)

= −ρ−1
1 a1µ01

√
ζnun,x(0)un(0) + ρ−1

1 a1µ01

√
ζnun,x(−L)un(−L)

+ρ−1
1 a1µ01

√
ζn

〈
un,x, un,x

〉
L2(−L,0)

→ 0

and

−ρ−1
1

√
ζna1α1(t)

〈∫ ∞
0

µ1(s)ηt1,n,xx(s)ds, un

〉
L2(−L,0)

= −ρ−1
1 a1µ01

√
ζnα1(t)

∫ ∞
0

µ1(s)ηt1,n,x(0, s)dsun(0)

+ρ−1
1 a1µ01

√
ζnα1(t)

∫ ∞
0

µ1(s)ηt1,n,x(−L, s)dsun(−L)

+ρ−1
1 a1µ01

√
ζnα1(t)

〈∫ ∞
0

µ1(s)ηt1,n,x(s)ds, un,x

〉
L2(−L,0)

→ 0 (4.64)

Thus by(4.64) and (4.45), we have√√
ζnu

1
n → 0, in L2(−L, 0). (4.65)

Multiplying (4.37) by (x+ L)un,x, we have〈
i
√
ζnζnu

1
n, (x+ L)un,x

〉
L2(−L,0)

+ ρ−1
1

√
ζnβ1

〈
θn,x, (x+ L)un,x

〉
L2(−L,0)

−ρ−1
1

√
ζna1µ01

〈
un,xx, (x+ L)un,x

〉
L2(−L,0)

−ρ−1
1

√
ζna1α1(t)

〈∫ ∞
0

µ1(s)ηt1,n,xx(s)ds, (x+ L)un,x

〉
L2(−L,0)

→ 0, (4.66)

Integrating by parts and using (4.45)and the boundedness of un,x in L2(−L, 0), we

get

−
√
ζn|u1

n(0)|2 +
√
ζn

〈
u1
n, u

1
n

〉
L2(−L,0)

− ρ−1
1 a1µ01

√
ζn|un,x(0)|2

+ρ−1
1 a1µ01

√
ζn

〈
un,x, un,x

〉
L2(−L,0)

−ρ−1
1 a1

√
ζnα1(t)

∫ ∞
0

µ1(s)ηt1,n,x(0, s)dsun,x(0)

−ρ−1
1 a1

√
ζn

∫ 0

−L
α1(t)

〈∫ ∞
0

µ1(s)ηt1,n,x(s)ds, un,x

〉
L2(−L,0)

→ 0 (4.67)
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Thus by (4.55)and (4.65) √√
ζnu

1
n(0),

√√
ζnun,x(0)→ 0 (4.68)

Multiplication of (4.58) by un,x yields

iζn

〈
u1
n, un,x

〉
L2(−L,0)

− ρ−1
1 a1µ01

〈
un,xx, un,x

〉
L2(−L,0)

−ρ−1
1 a1α1(t)

〈∫ ∞
0

µ1(s)ηt1,n,xx(s)ds, un,x

〉
L2(−L,0)

→ 0, (4.69)

Due to (4.60)and (4.62), we get

−ρ−1
1 a1µ01

〈
un,xx, un,x

〉
L2(−L,0)

− ρ−1
1 a1α1(t)

〈∫ ∞
0

µ1(s)ηt1,n,xx(s)ds, un,x

〉
L2(−L,0)

=
1

2
(−ρ−1

1 a1µ01)|un,x(0)|2 + ρ−1
1 a1µ01)|un,x(−L)|2

−ρ−1
1 a1α1(t)

∫ ∞
0

µ1(s)ηt1,n,x(0, s)dsun,x(0) + ρ−1
1 a1α1(t)

∫ ∞
0

µ1(s)ηt1,n,x(−L, s)dsun,x(−L)

+ρ−1
1 a1α1(t)

〈∫ ∞
0

µ1(s)ηt1,n,x(s)ds, un,x

〉
L2(−L,0)

→ 0. (4.70)

Thus, it follows from (4.69)that

(iζnu
1
n, un,x)→ 0 (4.71)

Taking the product of (4.58) with θn, yields

iζn

〈
u1,n, θn

〉
L2(−L,0)

− ρ−1
1 a1µ01

〈
un,xx, θn

〉
L2(−L,0)

(4.72)

−ρ−1
1 a1α1(t)

〈∫ ∞
0

µ1(s)ηt1,n,xx(s)ds, θn

〉
L2(−L,0)

→ 0, in L2(−L, 0),

Due to (4.45),(4.48)and (4.60)

−ρ−1
1 a1µ01

〈
un,xx, θn

〉
L2(−L,0)

= −ρ−1
1 a1µ01un,x(0)θn(0) + ρ−1

1 a1µ01un,x(−L)θn(−L)

+ρ−1
1 a1µ01

〈
un,x, θn,x

〉
L2(−L,0)

→ 0 (4.73)

and

−ρ−1
1 a1α1(t)

〈∫ ∞
0

µ1(s)ηt1,n,xx(s)ds, θn

〉
L2(−L,0)

= −ρ−1
1 a1α1(t)

∫ ∞
0

µ1(s)ηt1,n,x(0, s)dsθn(0)

+ρ−1
1 a1α1(t)

∫ ∞
0

µ1(s)ηt1,n,x(−L, s)dsθn(−L)

+ρ−1
1 a1α1(t)

〈∫ ∞
0

µ1(s)ηt1,n,x(s)ds, θn,x

〉
L2(−L,0)

→ 0. (4.74)
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Then from (4.72) that

iζn

〈
u1
n, θn

〉
L2(−L,0)

→ 0 (4.75)

Multiplying (4.38)by u1
n, we have〈

iζnθn, u
1
n

〉
L2(−L,0)

− c−1
1 l
〈
θn,xx, u

1
n

〉
L2(−L,0)

+ c−1
1 β1

〈
u1
n,x, u

1
n

〉
L2(−L,0)

→ 0 (4.76)

by (4.71), (4.75) we have 〈
θn,xx, u

1
n

〉
L2(−L,0)

→ 0 (4.77)

Integrating by part

θn,x(0)u1
n(0)− θn,x(−L)u1

n(−L)−
〈
θn,x, u

1
n,x

〉
L2(−L,0)

→ 0 (4.78)

Due to (4.49)and (4.68), we get

θn,x(0)u1
n(0)− θn,x(−L)u1

n(−L)→ 0. (4.79)

From (4.78) we have 〈
θn,x, u

1
n,x

〉
L2(−L,0)

→ 0. (4.80)

Multiplying (4.38) by (x+ L)θn,x, integrating to get

<
[〈
iζnθn, (x+ L)θn,x

〉
L2(−L,0)

− c−1
1

〈
(lθn,xx − β1u

1
n,x), (x+ L)θn,x

〉
L2(−L,0)

]
→ 0

(4.81)

By (4.45) and (4.46), we get〈
iζnθn, (x+ L)θn,x

〉
L2(−L,0)

→ 0 (4.82)

Thus by (4.81) and (4.45), we have

− c−1
1 lθn,x(0)θn,x(0) + 2<[c−1

1 β1(u1
n,x, (x+ L)θn,x)]→ 0 (4.83)

Then by (4.80), we get

θn,x(0)→ 0 (4.84)

Hence, by (4.70),(4.60),(4.48)and (4.84), we have

un,x(0), un(0), θn(0), θn,x(0)→ 0 (4.85)

On the hand taking the product of (4.42) with (x− L)w2,n,x, yields

<
[
iζn

〈
qn, (x− L)w2,n,x

〉
L2(0,L)

+ c−1
2 β2

〈
v1
n,x, (x− L)w2,n,x

〉
L2(0,L)

−c−1
2 k
〈
w2,n,xx, (x− L)w2,n,x

〉
L2(0,L)

]
→ 0, (4.86)
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Using the transmission conditions in (4.1), we get

(qn, qn) + c−1
2 k(w2,n,x, w2,n,x)− 2<

[
c−1

2 β2

〈
vn,x, (x− L)qn,x

〉
L2(0,L)

]
→ 0. (4.87)

Taking the product of (4.40) with (x− L)vn,x to obtain

iζn

〈
v1
n, (x− L)vn,x

〉
L2(0,L)

− ρ−1
2 a2

〈
µ02vn,xx + α2(t)

∫ ∞
0

µ2(s)ηt2,n,xx(s)ds, (x− L)vn,x

〉
L2(0,L)

+ρ−1
2 β2

〈
qn,x, (x− L)vn,x

〉
L2(0,L)

→ 0, (4.88)

Integrating (4.88)by parts we have〈
v1
n, v

1
n

〉
L2(0,L)

+ ρ−1
2 a2

〈
µ02vn,x + α2(t)

∫ ∞
0

µ2(s)ηt2,n,x(s)ds, vn,x

〉
L2(0,L)

+2<
[
ρ−1

2 β2

〈
qn,x, (x− L)qn,x

〉
L2(0,L)

]
→ 0 (4.89)

Thus by (4.87)and (4.89)

a2

〈
µ02vn,x + α2(t)

∫ ∞
0

µ2(s)ηt2,n,x(s)ds, vn,x

〉
L2(0,L)

+
〈
ρ2v

1
n, v

1
n

〉
L2(0,L)

+c2

〈
qn, qn

〉
L2(0,L)

+ k
〈
w2,n,x, w2,n,x

〉
L2(0,L)

→ 0 (4.90)

Then,

vn,x, v
1
n, w2,n,x, qn → 0, in L2(0, L) (4.91)

Thus (4.91) together with (4.46), (4.59) and (4.91), we obtain

Vn = (un, u
1
n, θn, vn, v

1
n, w2,n, qn)T → 0 (4.92)

which contradicts ‖Vn‖ = 1 therefore, (4.35) holds.

4.5. Polynomial Stability
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