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Abstract 
In this dissertation, the main objective is to focus on proposing a new 

reliable control scheme to handle the undesirable associated inputs (faults/time –
delay) of HS. In this regard, we raised two aspects to be studied in this 
dissertation: the hybrid control (HC) and the control of hybrid systems in the 
presence of faults and time-delay with constraints (HFTPC). The hybrid control 
design (HFTPC) is based on the interaction of two components: a robust model 
predictive control (RMPC) to cope with time delay as continuous dynamic and 
robust fault tolerant predictive control as discrete dynamic. 

The aim of this work is designing a robust optimal fault-tolerant predictive 
control (HFTPC) for a trajectory tracking, applied to a class of non-linear hybrid 
actuator systems subject to faults and time-delay. In fact, the introduction of time-
delay and actuator faults into a hybrid system model results in a dynamic system 
converted to a strict feedback model. To improve the dynamic performances and 
decrease the conservatism, a dynamic mechanism of estimation is employed to 
estimate the actuators faults, in order to compute the optimal solution, while the 
performance of the hybrid system is preserved. The optimal solution of the 
HFTPC approach is computed online, by minimizing an upper bound of a specific 
cost function on infinite horizon, using min-max optimization method to derive 
necessary conditions in terms of LMIs; subject to the imposed constraints, faults 
and time-delays. 

However, an inspiring analysis is provided to improve the dynamics of a 
hybrid manipulator arm, which can be extended for some classes of hybrid 
systems, to decrease the computation burden. The state-space model has been 
reformulated by introducing the output tracking errors, in order to increase the 
hybrid controller degrees of freedom. Then, an optimal control strategy is 
designed to operate in the industrial robot arm with the desired position, with a 
compensation of the loss of efficiency or failure of the actuator in the presence of 
time-delays. To achieve this optimality, we have used the Lyapunov-Krasovskii 
function combined with an optimized cost function and observer error, to 
establish necessary paradigm to obtain a stable and less conservative conditions 
that is dependent delay-range in terms of LMIs, in order to enhance the feasibility 
and the stability of the closed loop system. The obtained results are improved and 
outperformed those obtained using the QP method. In addition, they have been 
compared with several existing works mentioned in this dissertation. 

Key words: Hybrid Systems (HS), Model predictive control (MPC), Fault Tolerant Control 
(FTC), Optimal Control, Observers, Linear matrix inequality (LMI), Stability. 
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Résumé 

Dans cette thèse, la contribution principale est basée sur la conception d'une 
stratégie de commande fiable dont le but est de traiter et compenser le 
comportement résultant des entrées associées indésirables "défauts et retards" des 
systèmes hybride. Par ailleurs, nous avons soulevé deux aspects à étudier : la 
commande hybride et la commande des systèmes hybrides défectueux avec retard 
sous contraintes. La conception de la commande hybride (HFTPC) est basée et 
réalisée à partir d’une interaction de deux approches : un MPC robuste pour 
compenser le retard en tant que stratégie de commande de la dynamique continu ; 
et la commande prédictive robuste et tolérante aux défauts en tant qu’une stratégie 
de commande de la dynamique discrète. 

Le but de ce travail est de concevoir une commande robuste prédictive 
optimale tolérante aux défauts pour le suivi d’une trajectoire (HFTPC), appliquée 
sur une classe de systèmes d'actionneurs hybrides non linéaires soumis à des 
défauts et à un retard de temps. En fait, l'introduction du retard et des défauts 
d'actionneurs dans un modèle de système hybride donne un système dynamique 
converti en un modèle à rétroaction stricte. Pour améliorer les performances 
dynamiques et diminuer les conditions de conservatisme, un mécanisme 
d'estimation dynamique est mise en œuvre pour estimer les défauts des 
actionneurs, afin de calculer une solution optimale, tandis que les performances 
du système hybride sont maintenues. La solution optimale de l’approche HFTPC 
est calculée en ligne, en minimisant une borne supérieure d’une fonction de coût 
bien définie sur un horizon infini, à l'aide de la méthode d'optimisation min-max 
nous obtenons des conditions nécessaires en terme des LMIs ; qui sont soumises 
aux contraintes imposées, aux défauts et aux retards. 

Cependant, une analyse inspirante est fournie pour améliorer la dynamique 
d'un bras manipulateur hybride qui peut être étendu pour certaines classes de 
systèmes hybrides, afin de diminuer la charge de calcul. Le modèle d'espace d'état 
a été étendu en introduisant l'erreur de suivi des sorties afin d'augmenter encore 
les degrés de liberté du contrôleur hybride. Ensuite, une commande optimale est 
conçue afin de faire fonctionner le bras du robot industriel dans la position 
parfaite et de compenser la perte d'efficacité ou la défaillance de l’actionneur en 
présence de retards. En établissant une fonction de Lyapunov-Krasovskii, nous 
obtenons des conditions stables, moins conservatrices et dépendantes de 
l'intervalle de retard, combinées à une fonction de coût optimisée et à l'erreur de 
l'observateur, en termes LMIs, dans le but d'améliorer la faisabilité et la stabilité 
du système en boucle fermée. Les résultats obtenus sont améliorés et ont mieux 
par rapport à ceux obtenus quand utilise la méthode QP, en plus ils sont comparés 
avec plusieurs travaux existants qui sont mentionnés dans la thèse. 

Mots Clés : Systèmes Hybride (HS), Commande Prédictive à Modèle (MPC), Commande 
Tolérante aux Défauts (FTC), La Commande Optimale, Observateurs, Inégalités 
matricielle linéaire (LMI), Stabilité. 
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 ملخص

جدید فعال الرئیسیة على إقتراح مخطط تحكم  ة، ترتكز المساھمطروحةفي ھذه الأ
للتعامل مع المدخلات المرتبطة غیر المرغوب فیھا كالأخطاء و التأخیرات  وموثوق بھ

: التحكم الھجین والتحكم لأطروحةللدراسة و التحسین في ھذه ا موضوعینلقد أثرنا  الزمنیة.
  یعتمد تصمیم التحكم الھجین في ظل وجود أعطال وتأخیر زمني مع قیود. في الأنظمة الھجینة

HFTPC :قوي للتعامل مع التأخیر الزمني باعتبارهنموذج تحكم تنبئي على تفاعل مكونین 
على أساس  اءخطمع الأ حمتسامال يقوال يتنبئال متحكال بالإضافة إلى ، نمط دینامیكي مستمر

 دینامیكي منفصل.نمط أنھ 
 HFTPC) (ھدف من ھذا العمل ھو تصمیم تحكم تنبؤي أمثل متسامح مع الخطأ ال

 ةغیر الخطی ةالھجین تالمشغلاات ذالھجینة  نظمة الأ، مطبق على فئة من  معین لتتبع مسار
المعرضة لأعطال المحرك وتأخیر الوقت. في الواقع ، یؤدي إدخال أخطاء التأخیر والمشغل 

لتحسین فردود فعل صارم. و ذفي نموذج نظام ھجین إلى تحویل نظام دینامیكي إلى نموذج 
، یتم تنفیذ آلیة تقدیر دینامیكي لتقدیر  اتحفظأقل  شروط الحصول على الأداء الدینامیكي و

 المطلوب من أجل تعیین الحل الأمثل لمتغیر الحالة ، مع الحفاظ على أداءغلات ، أعطال المش
، عن طریق تقلیل الحد أنیا HFTPCلنھج  لحل الأمثلا حسابحیث یتم  لنظام الھجین.ل

 min-maxعلى أفق غیر محدود باستخدام طریقة  جیدا الأعلى لوظیفة التكلفة المحددة
تخضع للقیود التي   ؛ LMIsشروط كافیة وضروریة على شكل أین نحصل على ، للتحسین

 .المفروضة والأخطاء والتأخیر الزمني
و الطبیعة ذروبوت تحلیل ملھم لتحسین دینامیكیات ذراع  بإقتراح قمناذلك ، لأجل 

 حیث ، والتي یمكن تمدیدھا لبعض فئات الأنظمة الھجینة ، وذلك لتقلیل عبء الحساب. ةھجینال
، من  مخرجات النظاممن خلال إدخال أخطاء تتبع  نظام المدروسصیاغة نموذج ال تمت إعادة

تحكم لحساب الأجل زیادة درجات حریة التحكم الھجین. بعد ذلك ، تم تصمیم استراتیجیة 
لتشغیل ذراع الروبوت الصناعي إلى الموضع المطلوب ، مع تعویض فقدان الكفاءة أو  الأمثل

-Lyapunov، نستخدم وظیفة  مبتغىال التحقیق ھذ وجود تأخیر زمني. معفشل المشغل ، 
Krasovskii  مراقب ، الموصوف من ال خطأا الذكو المحددةتكلفة الجنباً إلى جنب مع وظیفة

على نشاء نموذج ضروري للحصول على شروط ثابتة وأقل تحفظًا تعتمد على مدى التأخیر لإ
تم تحسین النتائج التي تم  رار نظام الحلقة المغلقة.، من أجل تعزیز جدوى واستق LMIs شكل

،  QPالحصول علیھا وتفوقت في الأداء مقارنة بتلك التي تم الحصول علیھا باستخدام طریقة 
 .طروحةالمذكورة في ھذه الأ ات الصلةمقارنتھا بالعدید من الأعمال الذ  بالإضافة إلى

 ،التحكم المتسامح مع الأعطال )MPC( التحكم التنبؤيالنموذج  الأنظمة الھجینة، كلمات مفتاحیة :
 .إستقرار الأنظمةو  المراقبین ، LMIمصفوفة عدم المساواة الخطیة  الحل الأمثل،
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INTRODUCTION 

1. Motivation

Motivated by the performances study of complex systems in real

applications and innovated technologies, this dissertation explores new control 

approaches to complex dynamic systems that fundamentally have hybrid nature. 

Typically, the notion “Hybrid” in control engineering and control applications can 

be associated to two aspects: the hybrid control, which refers to the hierarchical 

structure of combined controller designs for complex systems, and hybrid systems 

as a second aspect. Usually, the concept of hybrid systems refers to the description 

of complex systems with different characteristics or a combination of two different 

natures, for example, hybrid actuators in industry (with Pneumatic and Electrical 

Actuators), hybrid Vehicles, hybrid network systems (that include heterogeneous 

technologies, services and products), as well as chemical and biological systems 

…. etc. 

More specifically, the hybrid systems concept is defined as an interaction 

“can be extended to hybrid control” between continuous and discrete dynamics 

where each dynamic behavior influences other’s dynamic; moreover, the 

continuous dynamics concern the included systems process defined as modeled 

framework described by state variables, inputs, outputs and unknown inputs. 

Besides, the discrete dynamics describe the rules and logics concerning the 

continuous dynamics; for example, using several operating modes of the dynamic 

model is considered one among the privileged classes of hybrid systems, entitled 

switched systems, where each mode is controlled by a specific control law. 

Therefore, designing a stable dynamic controller is in the heart of diverse issues 

that encounter researchers with this class of systems, starting from the modeling 

aspect to the design of a reliable control strategies to meet the required 

performances of hybrid systems. 
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 To the best of our knowledge, Robust Fault-Tolerant Predictive Control 

with constraints for the delayed hybrid systems is not well investigated in the 

literature. Therefore, this dissertation aims to improve the hybrid systems control 

reliability; where an effective dynamic performance control law is required, to 

guarantee the robustness in presence of undesirable associated inputs “time-delay 

and faults occurring during the process”. In view of this, the control problems 

have been at the forefront of this study, where control approaches and strategies 

have been proposed for HS in this thesis. Besides that, an overview of hybrid 

systems modeling is presented by given a description for hybrid systems.  

2. Relevant works in literature

Based on the fundamental definitions above, researchers faced difficulties

in the modelling and control of hybrid systems, due to different terminology in 

various areas that use mixed nature of dynamic systems. For that reason, there has 

been much works studying modeling and control of hybrid systems 

(Benveniste,1990; Anstaklis,1995; Branicky,1995; Branicky,1998; Bemporad,1999; 

Antsaklis,2000; Heemels,2001; Lygeros,2003; Gueguen,2004; Lincoln,2004; 

Aihara,2010; Praveen Kumar Reddy,2019). To achieve dynamic performances in 

control theory and control engineering; a switching between different controllers 

“called Hybrid Control approach” is done to guarantee the dynamic performances 

under specific hierarchical structure, this aspect is raised in literature in several 

studies (Amarasinghe,2007; Tsai,2007; De Souza Júnior,2014; Zheng,2018; Jasso-

Fuentes,2018; Oberdieck,2015). Consequently, the most common issue of HS 

researches is the study of optimization problem to compute the optimal control; 

which led to presenting and proposing several studies and control approaches in 

this aspect (Usman,2016; Zhu,2015; Zhang,2007; ShahidShaikh,2004; De Jager,2013; 

Mignone,2002; Goncalves,2000; Taringoo,2012; Potocnik,2004; Borrelli,2005; 

Potocnik,2008; Zahaf,2020).  

Among these control designs, we have witnessed the growing of the Model 

based on Predictive Control ''MPC", which is considered one of the most popular 

strategies in the field of control theory and automation. Basically, the prediction of 
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future dynamics from an explicit paradigm of the systems is the basic concept of 

Model Predictive Control; meanwhile, the designated optimal control is based on 

optimization problem of the specified cost function; various studies in this notion 

are presented in (Richalet,1978; Clark,1987; Morari,1994; Scokaert,1999; 

Mayne,2000; Camacho,2004). Aimed to guarantee the reliability of MPC design 

under terminal constraints, authors in (Maciejowski,2002; Xia,2008) have proposed 

and discussed control strategies for ensuring robustness performances; therefore, a 

new control approach in terms of Linear Matrix Inequalities “LMIs” was 

introduced, called Robust Model Predictive Control “RMPC” by (Kothare,1996), 

followed by (Vesely,2009) to increase systems robustness efficiency. These fruitful 

results in control theory were enhanced over the years, and led to the 

implementation of the MPC strategy in control of hybrid systems for its reliability 

and adaptability to the complex behavior (Potocnik,2008; Bemporad,2000; 

Lazar,2006; Altin,2018; Camacho,2010). This complexity is increasing in real 

applications due to the undesirable associated inputs as time-delay, that results 

more conservatism to handle with terminal constraints. This latter led researchers 

to study delayed systems behavior performances based on MPC (Hu,2004; 

Ding,2007; Bououden,2016; Siroupour,2006; Bobal,2013; Rebel,2011). In addition to 

time-delay in hybrid systems, the hierarchical framework of HS is considered as 

an extra factor to increase the control difficulty; therefore, extended studies in the 

presence of time-delay were proposed to establish a reliable control design 

(Phat,2010; Li,2009; Lien,2020; Zahaf,2020). 

Pursuing the goal of designating the optimal control, unexpected faults 

occurred in real applications process additionally to time-delay, which might 

result in more difficulties for the dynamic performances control. These faults are 

considered as undesirable associated inputs in real engineering systems. This 

situation results to appear the Fault Tolerant Control (FTC) scheme in control 

theory in the last decades. Mostly, fault tolerant control involves the conception 

and design of specific control strategy, that is able to tolerate with the actuators, 

sensors and process faults; while the requirement performances are ensured. 
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Therefore, FTC strategies have been widely used for the compensation of the 

faulty hybrid systems (Zahaf,2019a; Zahaf,2019b; AitLadel,2021; Zhao,2005; 

Rodrigues,2006; Yang,2009; Wang,2017). Generally, there are two types of FTC: a 

passive and active approaches. The passive FTC focuses on control robustness 

against occurred faults based on a fixed control scheme, which leads to more 

conservative conditions to handle with faulty systems and influences the control 

reliability to deal with all kinds of faults. Besides, the active FTC is mainly used for 

the online optimization strategies, by implementing fault diagnosis and tolerable 

control mechanism for the reconfiguration process, to compensate the undesirable 

behavior and preserve the specified objectives; some different FTC approaches are 

presented in (English,1998; Bader,2017; Zhai,2016; Youssef,2017; Lin,2018; Li,2018; 

Bounemeur,2018; Zhai,2019). The reconfiguration mechanism is based on specific 

techniques as observation and estimation, to maintain the specific desired 

performances. Since the accessibility to state variables vectors cannot always be 

guaranteed with accurate values in real applications, the knowledge of this stage 

about the information accumulation is an important key for the system 

reconfiguration design. Basically, a robust AFTC strategy is derived from a 

reliable systems modelling and based on a reconfiguration mechanism, 

reconfigurable controller and diagnosis stage. This last is related to the aspect of 

observability, that is based on the concept of the observers’ design. The notion of 

observability is related to the states reconstruction of complex systems behavior, 

which started with (Kalman,1960) who proposed an estimation approach for a 

particular class of nonlinear systems based on Kalman Filter, passing through the 

state reconstruction design using Luenberger observer (Luenberger,1971), which 

led increasingly its use to improve the systems behavior diagnosis in last decades 

(Patton,1989; Frank,1990; Gertler,1998; Patton,2000; Isermann,2006). Recently, 

the employment of observability and estimation techniques are of a 

significant importance in control of hybrid systems, due to its adaptive behavior 

to keep high control performances (Li,2011; Zahaf,2017; De la Sen,2000; 

Bemporad,2000; Pettersson,2006; Di Benedetto,2009; Yu,2011; 

Orani,2011; Shim,2011; Tanwani,2014). 
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So, several researchers have proposed to design an estimation scheme based on 

MPC for SS in presence of time-delay (Aminsafaee,2019; Taghieh,2020). To extend 

the reliable control design, a significant approach to study faults occurring with 

additional time-varying delay for hybrid systems is proposed in (Zahaf,2020). 

Generally speaking, the reliability of each proposed control approach is 

related to the fact of whole system stability. Therefore, the stability performance is 

analyzed and enhanced by researchers, to according to the paradigm, terminal 

constraints and undesirable associated inputs. Thus, choosing an appropriate 

stability technique remains the key point to establish necessary and sufficient 

conditions, such as the Lyapunov functional, for ensuring the hybrid system 

stability. There have been several existing researches about HS stability, based on 

different kinds of stability concepts as “Lyapunov-Like”. In this context, we 

mention studies of the stability theory for hybrid dynamical 

systems (Branicky,1998; Hui,1998; Hespanha,1999; DeCarlo,2000; 

Hetel,2007; Naghshtabrizi,2008; Goebel,2012; Minh,2013; Philippe,2017; 

Wang,2021). Besides that, a set of stability conditions in terms of LMIs to ensure 

robustness properties is proposed by (Pettersson,2002; Xu,2008; Oishi,2010), 

included stability study for the discrete-time switched systems in 

(Kundu,2017); where further stability analysis was given for HS 

models of robotics by (Singh,2013; Kolathaya,2017). Moreover, to study 

the stability in presence of undesirable associated inputs, authors in 

(Hetel,2006; Xu,2008) analyzed and proposed a control scheme to handle 

with the fact of hybrid systems stability with time-delay, these analyses 

extended to establish sufficient conditions for HS using Lyapunov-Krasovskii 

Functional (Zong,2018; Ding,2018; Ghaemi,2019). In spite of the fruitful 

results in hybrid systems stability, it remains not investigated thoroughly in 

presence of faults and time-delay. 
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Starting Point for this Dissertation 

Several control approaches with different designs were presented to 

scientific community, which led to improve the control reliability of HS in face of 

undesirable associated inputs. Through understanding the probable scenario in 

the real engineering applications, it is often that both issues of time-delay and 

faults occurring in actuators, sensors and process faults hinder high performances 

of the dynamics system. The question to be answered is: what can be proposed as 

solution to deal with time-delay and faults occurring in hybrid system under 

terminal constraints? 

3. Contribution of this Dissertation

The aim of this work is to design a robust hybrid fault tolerant optimal

predictive control scheme (HFTPC) for some classes of nonlinear hybrid systems, 

subjected to faults occurring and time delay, to reconfigure the controller and 

compensate the continuous dynamic based on our published works (Zahaf,2020). 

To improve dynamic performances and decrease the conservatism to deal with 

undesirable associated inputs (time-delay and faults), few different approaches are 

proposed based on predictive control theories coupled with an online estimation 

mechanism at each sampling time using an observer (Zahaf,2017). In fact, 

introducing time delay and faults into a hybrid system model results in a dynamic 

system converted into a strict-feedback model; where, the modelling aspect is 

raised in this thesis by presenting a new description of hybrid systems models 

after a careful examination. Therefore, the possible design goals are as follow: 

1. Achieve the control optimality for hybrid systems,

2. Provide more relaxed conditions to ensure the observability concept,

3. Fasten faults compensation and disturbance rejection.,

4. Compensation of Time-Delay,

5. Stability of the closed loop hybrid systems,

6. Low sensitivity to process variations (transition) of sub-systems.
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Thus, in order to compute the optimal solution while the performances of HS are 

ensured, we can summarize the contributions of this dissertation in the following 

keys: 

- Two strategies (aspects) are analyzed: hybrid control and control of hybrid

systems with faults and time-delay.

- Hybrid fault tolerant predictive control (HFTPC) design to compute an

optimal hybrid control for some classes of HS, based on online optimization

of the objective cost function using min-max formulation in terms of LMIs,

under faults and time-delay. The optimization problem is made by

combining two components, to provide necessary and sufficient conditions

to compute the optimal solution; the first one is a robust MPC to cope with

time-varying delay as continuous dynamics, while the second part is the

robust stable hybrid fault tolerant predictive control to handle actuator,

sensors, process faults and external disturbances as discrete dynamics.

- The new proposed control scheme (HFTPC) allows simultaneous

reconstruction of time-varying and faults of hybrid system, based on an

augmented system that includes state variables, faults and different

estimated errors. This new presentation allowed us to design a reliable

controller without considering FDI scheme due to the proposed faults

estimator and the new control law.

- The new proposed control law has two features: an estimated state and

error dynamics of faulty HS, with using the estimated faults to

reconfigurable the robust optimal control, and then compensate the

undesirable behavior.

- To show the efficiency and testing the validity of this dissertation

contribution, we propose two approaches of fault-tolerant control based on

predictive control theories to compute the optimal control. In the first

approach, we use Quadratic Programing “QP” method (as classical

optimization) of model predictive control. The second approach HFTPC is
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introduced to decrease the computation burden for designating the optimal 

control based on min-max optimization criterion, by deriving a dependent 

less conservative conditions in term of LMIs. 

- In this thesis, the developed approaches for the faulty constrained HS with

time-delay are established by ensuring: the closed loop feedback robustness

and the stability conditions based on Lyapunov theories “Lyapunov

function and Lyapunov-Krasovskii function”.

Dissertation Outline

The present dissertation is structured in fourfold: Introduction, Part I and

Part II with two chapters for each part, then a conclusion and perspectives. 

After introducing the requisite background and thesis contributions; 

Chapter One presents an overview by focusing on different paradigms on HS 

modelling in literature. It also presents a framework description for hybrid 

systems raised in this work. Then an analysis of control scheme for this classes in 

literature is mentioned, followed by a presentation of control optimality problem. 

The Second chapter is devoted to the principal techniques and strategies in 

control theory, that be used for the problem reformulation and optimization stage 

in the next chapter to compute the optimal control. The raised concepts, in this 

chapter, focus on predictive control theories, fault tolerant control of HS, hybrid 

systems stability and useful optimization tools as LMIs. 

Chapter Three presents the fruitful results of this dissertation, some 

effective computational analytical techniques as solutions to compute the optimal 

control are developed for HS over this chapter, to handle with different 

undesirables’ associated inputs (Time-Delay and Faults coming from actuator 

and/or sensor and process system). Firstly, model predictive control combined 

with an observer is presented to define necessary conditions for the computation 

of optimal solution control. Then, two strategies to compute the optimal controls 

are presented by dividing the optimization problem on two stages. Firstly, the 

new robust fault tolerant optimal predictive control (HFTPC) is presented, based 
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on less conservative optimization conditions in terms of LMIs, with different kinds 

of faults (actuators, sensors) for delayed hybrid systems under constraints. 

Followed by the classical optimization method QP of model predictive control.         

In Chapter Four, we consider some classes of constrained hybrid systems, 

inspired by problems in the area of control applications according to the presented 

description: Industrial (Hybrid Actuators Manipulator arm), Hybrid Network, and 

Academic Research Hybrid Model (Inverted Pendulum: Fuzzy modelling), to 

show the effectiveness, robustness and outperforming of the developed and 

proposed strategies in this dissertation.  

Finally, we conclude the dissertation and we present perspectives for future 

research.  



Part I 

Introduction on Hybrid Systems 



Chapter I 
An Overview of Hybrid Systems: Modeling and Control  

 

 

This chapter is devoted to study and examine the complex and mixed systems entitled 

hybrid systems. Motivated by presenting a description of the existing hybrid system models; 

after a careful examination of related works and previous contributions in this field, a 

paradigm description for HS as unified framework is presented. In addition, we present an 

overview of the principal concepts in control theory to achieve the optimality control of 

hybrid systems.  
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I.1 Introduction

The hybrid concept refers generally to an interaction of at least two different 

dynamic natures. Over the last decades, several studies introduced two different 

aspects for the hybrid concept: hybrid systems and hybrid control approaches. 

Hybrid control scheme is described as a hierarchical design to manage the separate 

control modes as discrete dynamic in the controller to meet the system behavior 

performances, where the sub-control modes describe the continuous dynamic. 

Basically, this general definition covers a big range of existing control system. It is 

often that a discrete dynamic is in the form of a scheduler or a supervising algorithm 

within the controller. Recently, control systems in complex engineering applications 

and hybrid systems normally contain discrete dynamic in the controller. In some 

cases, the system dynamic behavior has control scheme as discrete dynamic 

resulting from the modelling stage. This situation is a definition of the transition or 

switching function for some classes of the hybrid systems.  In fact, hybrid systems 

refer to the existing of an interaction of continuous-time dynamics “continuous-

valued” and discrete event dynamics “discrete variables”; So, the continuous 

dynamics describes the physical and mathematical dynamic relations between 

states, inputs, outputs and undesirables associated inputs of the studied systems, 

defined as modeled framework for hybrid system in general. Besides that, the 

discrete dynamics manage the continuous dynamics through decisions rules, logic 

variables and supervising algorithms.  

In broad terms, modelling and control of hybrid systems faced difficulties 

since the significant employing of the hybrid systems in our modern style life, 

especially in the industrial field for its impact on the economic cost. The latter 

motivated researchers to propose different unified frameworks for the modelling 

problems of hybrid systems, and consequently followed by proposing several 

control approaches. 

In this chapter, we present and discuss various aspects of related studies 

concerning paradigms classification and control scheme of hybrid systems as an 
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overview on HS. This latter, motivated us to suggest a description of hybrid systems 

based on existing real applications after a thorough study.   

I.2 Hybrid Systems: Terminologies and Definitions

Based on preceded definitions of hybrid systems, the most common 

definition is an interaction between continuous dynamics and discrete dynamics. It 

describes different aspects as: modelling, classification categories and control 

approaches. First, let us present the basic definitions of dynamical systems and its 

dynamic behavior to agree about unified definition for hybrid systems. 

Basically, two classes of dynamical systems exist, according to the 

mathematical models and the equations that describe the evolution of the system 

behavior; 

a. Linear Systems “Linear Models”: the system behavior is described by

linear mathematical model or linear differential equation.

b. Nonlinear Systems “Nonlinear Models”: the nonlinear mathematical

model or nonlinear differential equation is describing the system

behavior.

On the other hand, the controlled dynamical system is classified on three 

aspects, according to time-domain models or the set of times where the system 

behavior evolves:  

a. System with Continuous Time: contains an infinite set of values in a set of

times t, that can also be defined as a connected subsets of the real line.

Where 𝑡𝑡 ∈ ℝ is used to denote continuous time in the mathematical model

as an ordinary differential equation to describe the evolution of the

system behavior. As an example, the state space representation of linear

dynamic system as a mathematical model in case of CT is defined as:

�
𝑥̇𝑥(𝑡𝑡) = 𝐴𝐴(𝑡𝑡)𝑥𝑥(𝑡𝑡)  + 𝐵𝐵(𝑡𝑡)𝑢𝑢(𝑡𝑡)
𝑦𝑦(𝑡𝑡) = 𝐶𝐶(𝑡𝑡)𝑥𝑥(𝑡𝑡) + 𝐷𝐷(𝑡𝑡)𝑥𝑥(𝑡𝑡)   (1.1) 

b. System with Discrete Time: uses 𝑘𝑘 ∈ ℤ to denote discrete time, where a

finite set of values is considered in a set of times defined as a subset of the
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integers. A difference equation is among mathematical model that 

describe the system behavior. Thus, State space representation is 

presented as the mathematical model: 

�𝑥𝑥
(𝑘𝑘 + 1) = 𝐴𝐴(𝑘𝑘)𝑥𝑥(𝑘𝑘)  + 𝐵𝐵(𝑘𝑘)𝑢𝑢(𝑘𝑘)

𝑦𝑦(𝑘𝑘) = 𝐶𝐶(𝑘𝑘)𝑥𝑥(𝑘𝑘) + 𝐷𝐷(𝑘𝑘)𝑥𝑥(𝑘𝑘)         (1.2) 

c. Systems with Hybrid Time: the basic definition leads to a combination of

evolution of the system behavior in continuous and discrete time? To be

more specific, the evolution of systems is over continuous time with

discrete instants.

Generally, the dynamic system behavior was thoroughly studied based on 

the influence of engineering applications development. In real applications, the 

system dynamic is classified according to the type of their state, wherein, three 

classes of dynamic system are described: 

a. Continuous Dynamic: we define 𝑥𝑥 ∈ ℝ𝑛𝑛 to denote the state of a continuous

dynamical system, if the state takes values in Euclidean space ℝ𝑛𝑛 for some

𝑛𝑛 ≥ 1. More general, continuous dynamic is in which the system behavior

changes continuously over time according to state variables.

b. Discrete Dynamic: is one in which the system behavior changes according

to state variables, only at a discrete set of times. Thus, we define 𝑝𝑝 to

denote the state of a dynamical system, if the state takes values in

countable or finite set {𝑝𝑝1,𝑝𝑝2, . . . }, then, the dynamic system is a discrete

dynamic.

c. Hybrid Dynamic: defines that there is an interaction of states, where the

part of state takes values in ℝ𝑛𝑛 while another part takes values in a finite

set. Basically, hybrid dynamic is a continuous dynamic system behavior

according to states variables that change continuously over time, until

something happens as a new input rules or supervising algorithm

instruction to move to another continuous dynamic system. This

transition is a discrete dynamic.
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Based on above definitions, the hybrid systems can be defined as hybrid time 

systems “discrete and continuous time systems” and hybrid state systems. Given 

that, it is necessary to describe some frameworks directive for HS taking into 

consideration the related works. 

I.3 Modelling of Hybrid Systems

Design, modelling and analysis of hybrid systems are in general more 

difficult than the study of the continuous or discrete systems separately, since each 

dynamic affects the other dynamic behavior and vice versa. However, there have 

been several studies to discuss and study these concepts. To better have an 

understanding of hybrid dynamics, we consider the definitions from (Lygeros,2008) 

of different modelling systems for most range of engineering applications: 

- Electrical Circuits: the continuous phenomena such as the charging of

capacitors … etc. are interrupted by switches opening and closing, or

transistors (diodes) going on or off.

- Mechanical Systems: the continuous motion may be interrupted by

collisions.

- Chemical Process Control: the continuous evolution of chemical reactions is

controlled by valves and pumps.

- Embedded Computation: a digital computer interacts with a mostly

analogue environment, also in signal communication the discrete

dynamic is processed by continuous computation.

According to (Lygeros,2008), all these systems are convenient to a hybrid 

model. The discrete components (switches, valves, computers, etc.) introduce 

instantaneous changes "a discrete dynamic" in the continuous components 

(charging of capacitors, chemical reactions, etc.) "the continuous dynamic”. 

Starting from previous examples, to describe a classification and modelling 

framework of hybrid systems that are raised in several studies, we introduce the 

general HS model as follows: 
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Definition 1.1:  A Hybrid Dynamic System (HDS) is described as follows: 

ℋ = 𝕗𝕗(𝒟𝒟,𝒞𝒞,𝒰𝒰𝒟𝒟,𝒰𝒰𝒞𝒞 ,𝒴𝒴,ℱ,𝔘𝔘,𝒯𝒯, 𝒮𝒮,ℛ, 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼, 𝐼𝐼𝐼𝐼𝐼𝐼)                                         (1.3)  

 Where  

- 𝒟𝒟 = {1 …𝑝𝑝} is the finite set of discrete dynamics; 

- 𝒞𝒞    is the set of continuous dynamics; 

- 𝒴𝒴   is the set of continuous outputs;  

- 𝒰𝒰𝒟𝒟 describes the set of discrete inputs; 

- 𝒰𝒰𝒞𝒞  defines the set of continuous inputs; 

- ℱ: 𝒟𝒟 × 𝒞𝒞 × 𝒰𝒰𝒟𝒟 × 𝒰𝒰𝒞𝒞 ×  𝐷𝐷 × 𝔘𝔘⟶ 𝒞𝒞 represents the set of vector fields for 

each sub-systems (modes); 

- 𝔘𝔘  denotes the set of continuous model uncertainties; 

- 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 ⊆ 𝒟𝒟 × 𝒞𝒞  is the set of initial states; 

- 𝐼𝐼𝐼𝐼𝐼𝐼:𝒟𝒟 ⟶ 2𝒞𝒞  assigns to each mode an invariant set; 

- 𝒯𝒯:𝒰𝒰𝒟𝒟 × Ϝ𝒟𝒟 ⟶ 𝒟𝒟 × 𝒟𝒟  is the set of discrete transitions between sub-

systems (modes); 

-  𝒮𝒮:𝒯𝒯 × Ϝ𝒟𝒟 ⟶ 2𝒞𝒞  denotes ability set  related to each transition (𝑗𝑗,  𝑗𝑗′) ∈

𝒯𝒯 (smooth switching from mode 𝑗𝑗 𝑡𝑡𝑡𝑡  𝑗𝑗′); 

- ℛ  is the set of reset maps; 

The HDS (1.3) is a general model of usual definitions in literature, that 

describes the evolution in time of the values of a set of continuous and discrete 

variables (Branicky,1998; Antsaklis,2000; Lygeros,2003; Zhao,2005). In chapter 2, an 

extension of HDS is presented in presence of different undesirable associated 

inputs. 

In this regard, we ask what are the range of HS that (1.3) is able to cover? 

I.3.1 Different Classes of Hybrid Systems 

Based on accurate works of HS, different views for HS modelling are raised 

in literature (Benveniste,1990; Anstaklis,1995; Branicky,1995; Branicky,1998; 

Bemporad,1999; Antsaklis,2000; Heemels,2001; Lygeros,2003; Gueguen,2004; 
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Lincoln,2004; Yang,2009; Aihara,2010; Wang, 2017; Praveen Kumar Reddy,2019), 

where a general classification of a wide range of HS is given as a framework, 

according to the extended dynamics of the purely continuous dynamics of complex 

systems in real-world applications. Therefore, our focus in this thesis is to ensure 

the stability and achieve the optimality in case that the continuous dynamics are 

given in discrete-time systems "continuous-time systems", as follows: 

�𝑥̇𝑥
(𝑡𝑡) = 𝑓𝑓(𝑥𝑥(𝑡𝑡), 𝑡𝑡)                    
𝑥𝑥(𝑘𝑘 + 1) = 𝑓𝑓(𝑥𝑥(𝑘𝑘),𝑘𝑘)                                                                                 (1.4) 

Roughly speaking, hybrid systems are classified into four phenomena 

according to (1.4) based on (1.3) in most of studies in the literature as follows: 

- Dynamics with Autonomous Switching,  

- Dynamics with Autonomous State Jumps “Autonomous Impulses”, 

- Dynamics with Controlled Switching, 

- Dynamics with Controlled State Jumps “Controlled State Jumps”. 

Nevertheless, the author in (Branicky,1995) proposed another classification 

as unified paradigm for hybrid systems: 

- General Hybrid Dynamical Systems, 

- Hybrid Dynamical Systems, 

- Switched Systems, 

- Continuous Switched Systems. 

Moreover, a class of hybrid systems is introduced by (Bemporad,1999) for 

modelling a broad class of system applications, which can be approximated by some 

appropriate approximation techniques to obtain piecewise linear functions. This 

new class is entitled mixed logical dynamical (MLD) systems. 

Regardless of the aforementioned classifications of hybrid systems; as an 

example, which category we can classify the hybrid system raised in (Zahaf,2020)? 

After a careful examination of existing studies in the field of HS, especially which 

focuses on the modelling aspect, we identify a new description of HS. 
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I.3.2 Description of Hybrid Systems: A Viewpoint 

In this part, we describe hybrid systems according to their behavior, 

structure and phenomena that they exhibit. We explore the description as follows. 

I.3.2.1  Switched Systems 

This class of HS has a topology of multi-model “sub-systems” or variable 

structure. These modes are a simple continuous portions of the HS, where we can 

talk here, generally, about linear models. SS describes the fact that the vector field 𝑓𝑓 

that occurs in (1.4) is changing discontinuously. The switching between modes (sub-

systems) can be related to some specification functions or higher process such as 

algorithms, controller and operator “human and computer”; where the SS is 

considered as controlled SS in this case. Also, it can depend on some factors and 

functions as time and state, which can be considered as autonomous SS. In the aim 

to spot the difference between the existing SS in real applications, a class of HS (1.3) 

based on (1.4) are considered as switched systems that take the next form: 

�𝑥𝑥
(𝑘𝑘 + 1) = 𝑓𝑓𝜎𝜎(𝑥𝑥(𝑘𝑘),𝑢𝑢𝜎𝜎 ,ℎ𝜎𝜎)  
𝑦𝑦(𝑘𝑘) = 𝑔𝑔𝜎𝜎(𝑥𝑥(𝑘𝑘),𝑢𝑢𝜎𝜎)                                                                            (1.5) 

According to switching function ℎ𝜎𝜎, we distinguish four types of switched 

systems: 

A. Hybrid Systems with Time-Dependent Switching 

This class of HS is considered as autonomous SS, while the switching 

between different continuous modes is according to time functions ℎ𝜎𝜎(𝑘𝑘), that the 

switching occurs at predefined interval or instant time. In this way, we cite some 

works that raised this topic (Karabacak,2020; Zhao,2012; Yang,2010; He,2016). 

B. Hybrid Systems with State-Dependent Switching 

The switching occurs whenever the continuous state hits some given 
boundaries, surfaces or satisfy constraints. Also, this class is classified as 
autonomous SS; where researches concerning the study of this class are given in 
various aspects as in (Yang,2019; Li,2020; Leth,2015). 
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C. Hybrid Systems with Impulsive and Stochastic Switching

This is the third class of autonomous SS; where in the impulsive switching, 

the dynamic behavior is abruptly changed at each switching instant due to the 

impulse effect. While a random process governs the switching action in stochastic 

switching; examples of relevant works are given in (Gao,2019; Gao,2019; Wu,2016). 

D. Hybrid Systems with Discrete Specifications Switching

This class of HS is considered as controlled SS, since the switching function 

ℎ𝜎𝜎(𝑘𝑘) takes into consideration the control input of discrete specification of the 

studied problem. For that, the continuous dynamic is globally convergent and stable 

whatever sub-system is activated. Where ℎ𝜎𝜎(𝑘𝑘) can take the form of algorithms, 

specific rules, controller scheme and operators such as human or computer; few 

examples of recent works for this class are mentioned as follow (Zhang,2020; 

Ren,2019; Zhang,2020; Yang,2020). 

I.3.2.2 Continuous Switched Systems 

This class of HS is subject to additional constraints, which allow to the 

switched sub-systems agree at the switching time. we distinguish two types of this 

class of HS: 

A. Sequential Hybrid Systems

The switching of sub-systems in SHS is described that the output of 𝑖𝑖𝑡𝑡ℎ mode 

is the input of (ith+1) mode. A clear example of CSS is the injection molding process 

that is studied in (Wang, 2017). Thus, this class of HS is widely used in industrial 

field. 

B. Auxiliary Hybrid Systems

The switching process is based on the complementary execution of the 

engineering application; where the first dynamic is considered as principal 

continuous dynamic, while the other dynamics are considered as sub-system 

(subroutine) to be activated in case of incapability of the principal continuous 

dynamic, to meet the required performances. Examples for this category is shown 
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in regulation speed of blades in Wind Turbine (assistance by Motor in case of weak 

Wind Speed), and in hybrid vehicles (i.e., activation of petrol consumption in case 

that the tank of GPL tends to empty); as an example, the power management for 

heavy duty hybrid vehicle (Barelli,2020) and the aircraft dynamics …  

I.3.2.3  Embedded Hybrid Systems 

In this class of hybrid systems, the different continuous dynamics are 

completely fusional and integrated, which appear that no continuous dynamic can 

be used without the others to meet the required performances. For example, this 

class of HS, a model of EHS is investigated in (Zahaf,2020).  

I.3.2.4 General Hybrid Dynamical Systems 

In this class, some behavioral properties of hybrid systems are subject to 

modelling systems itself. Therefore, we assume Γ is an ordered set with the least 

upper bound property of an HS (Branicky,1995) to a modelled wide range of HS, 

where the reachability, accessibility and stability are guaranteed for the global 

hybrid systems. We can cite under this class of HS the following unclassified 

systems: 

A. Piecewise Affine Systems (PWA), 

B. Mixed Logical Dynamical (MLD). 

C. Can we Add Fuzzy Control Systems (FCS) as hybrid systems?   

A scientific debate about the classification of Fuzzy control systems is raised, 

the key point is whether FCS can be considered as HS or not?  

In his discussion, (Branicky,1995) considered the fuzzy control systems as 

class of HS, he justified his view based on two points: 

- The control scheme is given by finite rule base If-Then, that is related to the 

finite symbols of the hybrid model. the control scheme of FCS is considered 

as discrete dynamic for HS.  

- Second point, FCS is producing continuous areas; this continuity is based on 

each transition between multi-models for definite area, this transition 
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process can be considered as hybrid systems with state-depend switching. It 

is easy to notice that the multi-models of fuzzy systems can be combined to 

construct arbitrary piecewise linear functions with state-depend switching 

function. 

Fuzzy control systems principles are extensively studied in the literature, 

which goes beyond the scope of this dissertation. However, we present as 

techniques in Appendix A useful structures and representation for uncertain 

nonlinear systems (state-space representation); to spot how can we derive some 

frameworks of HS.  

I.4 The Main Features to be Guaranteed in the Modelling of Hybrid Systems

Broadly speaking, a careful and precise formulation in the modelling process 

is the first key to design a robust and reliable control system. This step remains as 

manifold to provide a precise model, that meets the required hybrid system 

performances. Since the requirements of the HS is more conservative than ordinary 

system, it’s worthy to take into consideration the next aspects in the stage of 

mathematical modelling: 

I.4.1 Observability of Hybrid Systems

The concept of observability refers to the conditions studied that allow to 

infer the state of dynamical systems from measurements of output behavior. In 

hybrid systems, observability has two manifolds: for discrete dynamic and 

continuous dynamic. Thus, the observability issue is the main subject search for 

many studies (Chaib,2005; Di Benedetto,2009; Yu,2011; Arbib,2020), these studies 

continued to enhance the sufficient conditions, as some proposed solutions to 

improve the observability for HS (Bempoead,2000; Shim,2011; Tanwani,2014). 

Meanwhile, the reachability of HS to a desired space or a set point is related to 

strength of the observability conditions (Petreczky,2010). 
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I.4.2 Reachability of Hybrid Systems 

Reachability refers to the set of points computed by the control design, that 

belongs to the set defined as trajectory for general hybrid dynamical system ℋ. 

Thus, the reachability is related to the designed controller; studies in this subject are 

raised in the literature as (Lygeros,1999; Zhendong Sun,2002). 

I.4.3 Controllability of Hybrid Systems 

 Controllability is the ability of the control design to compute the input 

control for general hybrid dynamical system ℋ at any time t for any activated sub-

system (mode) j. The correlation between controllability and observability for 

hybrid systems is so important due to the specifications of HS, this concept is in the 

heart of several investigations for a wide range of hybrid systems (Bempored,2000; 

Xie,2004; Ji,2008; Liu,2008; Lin,2020) to derive sufficient and necessary conditions, 

for strict complete controllability of both discrete and continuous dynamics for 

various class of hybrid systems; besides the ability to compute an admissible input 

control law for the continuous dynamic. 

I.5 Controller Design Basics for Hybrid System 

Usually the aim behind designing a controller is satisfying the constraints 

and meeting the required system performances, even in the presence of the 

undesirable associated inputs (as time-delay, disturbances and faults). Generally 

speaking, in control theory and engineering applications, guarantee the stability of 

the studied systems is the main objective of all research, through designing a robust 

and reliable control scheme. In addition to the reliability, robustness and stability 

features of the controller for ordinary dynamic systems, the Zeno phenomenon is a 

harmful event for hybrid systems, that should be avoided for any proposed control 

design in all classes of HS.     

I.5.1 Zeno Phenomena 

A Zeno phenomenon (refers to the philosopher Zeno “500-400 B.C.”) is 

described as an infinite number of switching or discrete transitions in a finite time 

interval. It can lead to a common problem for most frameworks of HS raised in the 
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previous section, by losing stability of equilibriums and the emergence of 

unexpected and meaningless solutions for most cases of hybrid systems.  

Definition 1.2: (Zeno Phenomena) A Hybrid Dynamic System (1.3) is called 

Zeno if lim
𝑝𝑝→∞

𝑡𝑡𝑝𝑝 =  𝑡𝑡∞ < ∞, and if there exists (𝒟𝒟0,𝒞𝒞0) ∈ 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 such that all 

executions in ℋ(𝒟𝒟0,𝒞𝒞0)
∞  are Zeno executions. 

Generally, Zeno phenomena is arising as a consequence of: 

- Modelling process: since our aim is making strong and robust modelling 

frameworks that cover a wide class of hybrid systems, some additional 

mathematical manipulation to improve the mathematical model can produce 

the Zeno phenomena over the running time which affect the HS behavior.  

- Weak Controller Scheme:  a weak synthesis of the control design can 

reflect the stability and reliability of HS. Here, we mean as controller scheme 

the discrete dynamic and the control law for continuous dynamic. 

Therefore, the practical solution to avoid the Zeno phenomena is providing 

a careful and strong modelling framework, in addition to designing a reliable 

controller scheme (for both Discrete and Continuous Dynamics), in order to avoid 

the prosthetic solutions that can provide useful results as well as it can be useless 

(Johansson,1990; Or,2011; Dashkovskiy,2017) in the aim to ensure the stability of 

hybrid system and meet the required performances. 

I.5.2 Stability of Hybrid Systems 

Stability of HS is a more sensitive criterion than ordinary systems, due to the 

handling of additional constraints to avoid Zeno phenomenon. To discuss the 

aspect of stability in the next chapters, we recall the fundamentally concepts of 

stability theory. Basically, stability refers to a systems conditions or property that 

meets its equilibrium position based on control input, even when it is subject to 

undesirable associated inputs. Formally, the equilibrium points 𝑥𝑥𝑗𝑗𝑗𝑗𝑗𝑗 represent the 

real solutions of the different sub-systems.  
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Definition 1.3: Recall the hybrid dynamic (1.4) based on (1.3), the function f 

is a locally Lipschitz function, if for every x in 𝒞𝒞 there exists a 𝑥𝑥∗ ∈ 𝒳𝒳 such 

that f is Lipschitz continuous in 𝒳𝒳, where 𝒳𝒳 is subset of the set of continuous 

dynamics 𝒞𝒞. Equivalently, if 𝒞𝒞 is convex set, then f is locally Lipschitz 

function if and only if it is Lipschitz continuous on every sub-system. 

Definition 1.3 generalizes the concept of stability; in several studies, the 

equilibrium point is considered as the origin (𝑥𝑥𝑗𝑗𝑗𝑗𝑗𝑗 = 0). However, the concept of 

stability leads to the Lyapunov stability theory, where Lyapunov theory refers to 

loss energy of the state dynamic (trajectory) evolution over time in defined space, 

where 𝑉𝑉(𝑥𝑥) depends on the system state. We distinguish the stability kinds. 

Definition 1.4: Recall the hybrid dynamic (1.4) based on (1.3), with 𝑥𝑥𝑗𝑗𝑗𝑗𝑗𝑗 =

𝑥𝑥∗ ∈ 𝒳𝒳 the equilibrium point, if there exists a function 𝑉𝑉�𝑥𝑥𝑗𝑗(𝑘𝑘),𝑢𝑢𝑗𝑗(𝑘𝑘)�:ℝ𝑛𝑛 → ℝ such 

that     𝛿𝛿 �𝑥𝑥𝑗𝑗(𝑘𝑘)� ≤ 𝑉𝑉 �𝑥𝑥𝑗𝑗(𝑘𝑘),𝑢𝑢𝑗𝑗(𝑘𝑘)� ≤ 𝜀𝜀 �𝑥𝑥𝑗𝑗(𝑘𝑘)�, ∀ 𝑥𝑥𝑗𝑗 ∈ 𝒳𝒳 ⊂ ℝ𝑛𝑛 

We say the system (1.4) is: 

A. Stable if  

 ∆𝑉𝑉 �𝑥𝑥𝑗𝑗(𝑘𝑘)� = 𝑉𝑉�𝑥𝑥𝑗𝑗(𝑘𝑘 + 1),𝑢𝑢𝑗𝑗(𝑘𝑘 + 1)� − 𝑉𝑉 �𝑥𝑥𝑗𝑗(𝑘𝑘),𝑢𝑢𝑗𝑗(𝑘𝑘)� ≤ 0  ∀ 𝑥𝑥𝑗𝑗 ∈ 𝒳𝒳, 𝑥𝑥𝑗𝑗 ≠ 0 

B. Asymptotically stable if  

∆𝑉𝑉 �𝑥𝑥𝑗𝑗(𝑘𝑘)� ≤ −𝛼𝛼 �𝑥𝑥𝑗𝑗(𝑘𝑘)�, 𝛼𝛼 ∈ ℝ, ∀ 𝑥𝑥𝑗𝑗 ∈ 𝒳𝒳, 𝑥𝑥𝑗𝑗 ≠ 0 

C. Globally Asymptotically Stable if 𝑥𝑥𝑗𝑗𝑗𝑗𝑗𝑗 is stable and ∀ 𝑥𝑥𝑗𝑗 ∈ ℝ𝑛𝑛 such that  

lim
𝑘𝑘→∞

𝑥𝑥𝑗𝑗(𝑘𝑘) = 𝑥𝑥𝑗𝑗𝑗𝑗𝑗𝑗 

In fact, to ensure the stability of HS, it is required to meet the conditions for: 

A. The hybrid system (1.3) is stable (asymptotically or global asymptotically 

depends on the controller), based on stability of each sub-system that is 

related to necessary and sufficient conditions to guarantee the stability 

(feasible and optimal solution). 

B. The ability that the discrete transitions between sub-systems (modes) make 

the system stable “Avoid Zeno Phenomena”.     
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To derive necessary and sufficient conditions, several works were presented 

to guarantee the stability of HS based on Lyapunov function 

(Branicky,1998; Hui,1998; Hespanha,1999; DeCarlo,2000; Hetel,2007; 

Naghshtabrizi,2008; Goebel,2012; Minh,2013; Philippe,2017; Wang,2021), Even 

in the presence of undesirable associated inputs (Hetel,2006; Xu,2008). 

Obviously, the stability performances are related to the reliability and 

robustness of the controller. 

I.5.3 Control Design for Hybrid Systems

Control design (scheme) or the design of controllers, refers to strategies and 

techniques for controlling the behavior of any system, using its input variables such 

as different dynamics for HS. Since the appearance of the concept of hybrid systems, 

different control approaches have been proposed for various classes of HS, 

depending on whether the variables are available. However, the sampled-data 

controller is a control system based on periodic sampling. This feature is adequate 

for many controlled switched systems; authors in (Hauroigne,2011; Wang,2019) 

investigate the impact of employing the sampled data controller for switched 

systems; wherein, an optimal state feedback control law for switched affine systems 

is computed based on the Fillipov solutions (Pattino,2009) as an adaption of the 

control law parameters. This approach of the adaptive control consists of an online 

identification of the control law at each sampling time, a model reference adaptive 

control is considered in (Elzaghir,2018) for manipulating the hybrid electric vehicle, 

extending the implementation of adaptive control for same application in 

(Chen,2018) based on fuzzy models as HS. The hybrid systems are taken for 

investigation using the model predictive control, which is basically a set of 

algorithms depending on the controlled system mainly. A summary of some 

perspectives and techniques of MPC for HS is presented by (Camacho,2010). 

Therefore, a hybrid model predictive control is introducing to meet the high 

performances of HS based on a mixed-integer programming using the Quadratic 

program algorithms (Marcucci,2020); in order to reduce the conservatism to 

compute the input control based on the mixed-integer programming using 
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Lagrange dual function; an LMI approach based on model predictive control is 

proposed in (Nodozi,2020) to guarantee the stability of the HS. Moreover, a robust 

model predictive control in presence of faults and time delay is presented in 

(Zahaf,2020), by relaxing the optimization conditions of the defined cost function, 

by introducing the LMIs technique to convert the constrained faulty hybrid system 

to a convex optimization problem, where the computation of the optimal solution 

is based on min-max method to decrease the computation burden. This approach is 

presented in chapter 3 as theoretical results and validated in chapter 4 through 

simulations’ results. 

I.6 Conclusion 

This chapter has presented a description of hybrid systems modelling after a 

precise and careful examination of the related works throughout the preparation of 

this thesis; where basic definitions and related concepts of hybrid systems were 

clearly presented. Yet, the modelling classification and the control strategies were 

raised in the literature as an overview on HS, to synthesis a reliable control design 

to cope with time-delay and faults. Therefore, we devote in the next chapter a 

thorough discussion on the fault tolerant control aspect based on existed control 

strategies, by focusing on the model predictive control. 



Chapter II 
Hybrid Systems with Undesirable Associated Inputs: Control, 
Estimation and Synthesis  

 

 

In this chapter, we present the useful techniques and the principal concepts in 

control theory, that are employed for the estimation and control of hybrid systems with 

undesirable associated inputs which are defined as faults, disturbances and time-delay. In 

addition, an optimal control is required to define an appropriate approach synthesis in 

order to achieve the control optimality for hybrid systems. 
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II.1 Introduction 

Over the last years, there has been a considerable scientific research in the 

field of control for hybrid systems and hybrid control; wherein, many techniques 

are presented to be employed in several control designs for faulty hybrid systems. 

Among these, the Model Predictive Control (MPC) has become one of the most 

famous advanced control techniques used in the industrial and automatic 

engineering; due to its tolerance for different types of systems, satisfaction of 

imposed constraints and handling undesirable associated inputs (time-delay, 

disturbances and faults). Therefore, to deal with undesirable behavior, especially 

faults occurring requires an efficient control design. Accordingly, a fault tolerant 

control (FTC) strategy is designed for HS through predictive control along this 

thesis, where the reliability and robustness of FTC strategy are quite important for 

complex behavior. Hence, we shall describe the relations between FTC and 

predictive control as a control strategy, to maintain high performance control for 

HS in presence of faults and time-delay, which is not investigated thoroughly in 

the literature and it be the main topic of our study.  

So, this chapter is devoted to present different strategies and principal 

concepts raised in control theory to design a reliable FTC, which is used in the 

computation of the optimal control for faulty hybrid systems. Meanwhile, an 

overview and a synthesis of main concepts: MPC and FTC with undesirable 

associated inputs (Faults and Time-Delay) are presented as well as stability 

analysis. 

II.2 Fault-Tolerant Control for Hybrid Systems 

II.2.1 Significant Impact of Fault Tolerant Control for HS 

For several years, works and research in fault tolerant control and hybrid 

system have been investigated and developed separately. Thus, the FTC study for 

HS is not thoroughly investigated, despite of numerous fruitful results in both 

aspects. However, the complex engineering systems that have a hybrid nature can 
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be modeled based on defining frameworks presented in the previous chapter. 

Basically, Fault-Tolerant Control (FTC) was taken into consideration in last 

decades in real application for its reliability in control process. The FTC concept is 

defined as a control system with fault-tolerant capability to compensate the 

undesirable behavior.  

The main goal to design an FTC strategy is to preserve the specified process 

and required performances of the system under study, and give agents (or 

controlling automat) sufficient time to compensate the faulty behavior or apply 

alternative scenario to avoid application control crisis (Chen and Patton,1999) 

against the undesirable inputs. Thus, the FTC is concerned with the interaction 

between a given plant and a controller term (Controller term refers to control 

approach in general sense). 

  Generally speaking, Fault is an undesirable associated inputs in 

engineering applications, that changes the behavior of a system so such that the 

system is not able to meet the desired performances. The fault can occur in an 

actuator, sensor and a system (Fig. 2.1). It may be caused by many possibilities and 

is considered as losses of information in connection system, internal event, error in 

design, human operator wrong action … etc. A brief analysis of the faults 

influences on the system behavior based on graphical interpretation is given in 

(Blanke,2006). This situation can lead to systems failure. It is worthy to distinguish 

between fault and failure: the failure refers to the total breakdown of system, 

while fault is denoting malfunction that can be compensated. This compensation 

or tolerable action should be preceded by diagnosis of malfunction, usually the 

fault diagnosis (FD) stage consists of three tasks: 

- Fault Detection: this step is so important for any practical system; the main 

task is to make a logical rule to determine whether there is a wrong matter 

in system functionality or it is fine. 

- Fault Isolation: to locate the fault and make it out in the redesign of the 

controller depending on the nature of the system. 
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- Fault Identification and Fault Estimation: this step is the ability to estimate 

the nature and the limits of faults through a reconfiguration design of 

faults. This stage is one of the important key for designing a robust reliable 

control scheme for the reconfiguration/or reconstruction mechanism. 

 

Fig. 2.1. Fault Tolerant Control Concept 

Basically, fault diagnosis is the primary stage for designing a fault 

tolerant control scheme. Undoubtedly, at least one of the fault diagnosis tasks 

is involved in FTC strategy. Throughout this thesis, fault detection and 

identification stages are considered based on an adequate estimation approach, 

due to its smooth usage and employment to redesign a robust controller, that is 

able to adapt to the faulty situation and meet the satisfying objectives, 

compared to classical fault diagnosis. The faulty situation can appear in the 

model plant over redesigning the FTC scheme, by including the constraints on 

the input control “u” and output “y” in the modelling of the faulty system; 

Thus, faults are considered as constraints in this conceptualization 

(Blanke,2006). If this concept is true, I expect we should ask what is Fault …  

II.2.2 Classification of Fault 

      As aforementioned, faults can occur in actuators, sensors or systems. 

Whereas the impact of a fault is an undesirable behavior of the system. It is 

significant to distinguish between Faults, Disturbances and Model Uncertainties. 
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From the basic definitions in the literature, faults are represented as Additive or 

Multiplicative Faults. 

- Additive Faults are usually represented as additional external input (or 

Signals). They are similar to Disturbances that are represented as unknown 

input signals. Usually, the additive faults will change the mean value of 

state variables. 

- Multiplicative Faults depend on fault size that are multiplied with system 

state or the input; where Model Uncertainties change the model parameters 

as multiplicative factor. Mostly, the multiplicative faults will change the 

variance or covariance of state variables. 

To recognize the differences of the impact of each input event, the obtained 

results from the literature show that Disturbances and Model Uncertainties are 

handled by an appropriate task as filtering or robust control design. Besides, to 

deal with faults requires a conception of FTC mechanism that can tolerate the 

faults to an acceptable level to maintain system performances.  

Usually, to design a reliable FTC reconfiguration mechanism requires a 

better Knowledge about the type and pattern of faults. As a result, many 

researches on the classification of faults depending on the different factors are 

presented in (Chen and Patton,1999; Blanke,2006; Bošković,2003; 

Bounemeur,2018). Subsequently, to extend these classifications of faults for HS, it 

is worthy that the next question to be asked is; 

Are the aforementioned faults concepts valid for HS? 

Because our concern in this thesis is the FTC approach for HS, let us 

consider the aforementioned classification of faults for HS in a general case. To 

check the validity of these concepts by applying for different dynamics and 

frameworks, we introduce a general HS model as follows: 

Definition 2.1:  A Hybrid Dynamic System (HDS) with undesirable 

associated inputs is described as follows: 

ℋ = 𝕗𝕗(𝒟𝒟,𝒞𝒞,𝒰𝒰𝒟𝒟,𝒰𝒰𝒞𝒞 ,𝒴𝒴, Ϝ𝒟𝒟, Ϝ𝒞𝒞 ,𝑇𝑇𝒟𝒟,𝑇𝑇𝒞𝒞 ,ℱ,𝐷𝐷,𝔘𝔘,𝒯𝒯,𝒮𝒮,ℛ, 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼, 𝐼𝐼𝐼𝐼𝐼𝐼)                    (2.1)  
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 Where  

- 𝒟𝒟 = {1 …𝑝𝑝} is the finite set of discrete dynamics; 

- 𝒞𝒞    is the set of continuous dynamics; 

- 𝒴𝒴   is the set of continuous outputs;  

- 𝒰𝒰𝒟𝒟  describes the set of discrete inputs; 

- 𝒰𝒰𝒞𝒞  defines the set of continuous inputs; 

- Ϝ𝒟𝒟   defines the set of faults of the discrete dynamics; 

- Ϝ𝒞𝒞   defines the set of faults of the continuous dynamics; 

- 𝑇𝑇𝒟𝒟   denotes the time-delay of the discrete dynamics; 

- 𝑇𝑇𝒞𝒞   denotes the time-delay of the continuous dynamics; 

- ℱ: 𝒟𝒟 × 𝒞𝒞 × 𝒰𝒰𝒟𝒟 × 𝒰𝒰𝒞𝒞 ×  𝐷𝐷 × 𝔘𝔘⟶ 𝒞𝒞 represents the set of vector fields 

for each sub-systems (modes); 

- 𝐷𝐷  denotes the set of continuous disturbances; 

- 𝔘𝔘  denotes the set of continuous model uncertainties; 

- 𝐼𝐼𝐼𝐼𝑖𝑖𝑖𝑖 ⊆ 𝒟𝒟 × 𝒞𝒞  is the set of initial states; 

- 𝐼𝐼𝐼𝐼𝐼𝐼:𝒟𝒟 ⟶ 2𝒞𝒞  assigns to each mode an invariant set; 

- 𝒯𝒯:𝒰𝒰𝒟𝒟 × Ϝ𝒟𝒟 ⟶ 𝒟𝒟 × 𝒟𝒟  is the set of discrete transitions between sub-

systems (modes); 

-  𝒮𝒮:𝒯𝒯 × Ϝ𝒟𝒟 ⟶ 2𝒞𝒞  denotes ability set  related to each transition (𝑗𝑗,  𝑗𝑗′) ∈

𝒯𝒯 (smooth switching from mode 𝑗𝑗 𝑡𝑡𝑡𝑡  𝑗𝑗′); 

- ℛ  is the set of reset maps; 

The above HDS is a general model and an extension of usual definitions in 

the literature (Branicky,1995; Branicky,1998; Lygeros,2003; Zhao,2005; Yang,2009). 

This model scales up all parameters and undesirable associated inputs that can 

occur in practical applications. Thus, this paradigm is more general than the 

existing works which collect all kinds of undesirable associated inputs: faults, 

disturbances, model uncertainties and time-dely. 

As a description in (Yang,2009), the FTC objectives for HS in this thesis are 

devoted to two required aspects: 
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• Continuous dynamic performances achievement, e.g., the global 

stability of the origin of the HS, compensation of faulty states and 

output performances achieved (Regulation/Tracking problem). 

• Discrete dynamic specification purpose guarantees the desired 

performances, i.e., satisfying imposed constraints on discrete modes, 

e.g., the switching rule.    

Therefore, the above mentioned description and classification of faults 

cannot be exactly significant in Hybrid Systems. Since HS is a combination 

between discrete dynamic and continuous dynamic. Thus, further faults types, 

nature and their classification, can be classified as follows Fig. 2.2: 

 

Fig. 2.2. Faults Classification for Hybrid Systems 

To be more specific about the classification of different occurring faults, 

Table 2.1 elaborates all faults as peer manner, kind, type and nature. 
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Table 2.1. Classification of Faults for HS 

Faults Manner Faults Kind Faults Type Faults Nature 

Faults on 
Continuous 
Dynamics 

Actuator/Sensor 
Additive 

- Bias 

- Drift 

- Loss of Accuracy 

Multiplicative - Loss of effectiveness 

Faults on Discrete 
Dynamics 

/ Additive 
- Bias 

- Loss of Accuracy 

For more details and description about the types and nature of faults, 

readers can refer to (Bounemeur,2018).  

From the above discussion, to deal with faulty HS cases, it is basically vital 

to achieve the continuous dynamic performances based on an efficient FTC 

scheme. Therefore, a class of hybrid discrete-time system (2.1) can take the next 

form: 

�
𝑥𝑥(𝑘𝑘 + 1) = ℎσ(𝑥𝑥σ,𝑢𝑢σ, 𝑓𝑓σ,𝐷𝐷σ,𝑓𝑓σ,𝑇𝑇σ) 

𝑦𝑦(𝑘𝑘) = 𝑔𝑔σ(𝑥𝑥σ)                                                                          (2.2) 

Where  

- 𝑥𝑥σ ∈ 𝒞𝒞 is the state variables of continuous dynamic; 

- 𝑢𝑢σ ∈ 𝒰𝒰𝒞𝒞  is the inputs control of continuous dynamic; 

- 𝑓𝑓σ ∈ Ϝ𝒞𝒞   is the faults in continuous dynamic; 

- 𝐷𝐷σ ∈ 𝐷𝐷   is the disturbances in continuous dynamic; 

- 𝓊𝓊σ ∈ 𝔘𝔘  is the continuous model uncertainties; 

- 𝑇𝑇σ ∈ 𝑇𝑇𝒞𝒞   denotes the time-delay introduced in continuous dynamic; 

- 𝜎𝜎(𝑘𝑘): [1,∞) ⟶𝒟𝒟 denotes the logical function or rule for the transition 

of sub-systems (modes). Generally, in the literature 𝜎𝜎(𝑘𝑘) refers to 

switching function for Switched systems, which is not the case in this 
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thesis, where it is considered as general transition function for 

different frameworks of HS. 

Hence, the state-space representation of the hybrid discrete-time systems is 

described in this thesis as follows: 

⎩
⎪
⎨

⎪
⎧𝑥𝑥(𝑘𝑘 + 1, 𝑗𝑗) = 𝐴𝐴(𝑘𝑘,𝑗𝑗)(𝑣𝑣)𝑥𝑥(𝑘𝑘, 𝑗𝑗)  + 𝐴𝐴(𝑘𝑘,𝑗𝑗)𝑑𝑑(𝑣𝑣)𝑥𝑥(𝑘𝑘 − 𝑇𝑇𝑑𝑑𝑑𝑑, 𝑗𝑗) + 𝐵𝐵(𝑘𝑘,𝑗𝑗)(𝑣𝑣)𝑢𝑢(𝑘𝑘, 𝑗𝑗) +

𝐹𝐹𝑎𝑎𝑓𝑓𝑎𝑎(𝑘𝑘, 𝑗𝑗) + 𝑑𝑑d𝐷𝐷d(𝑘𝑘, 𝑗𝑗)
𝑦𝑦(𝑘𝑘, 𝑗𝑗) = 𝐶𝐶(𝑘𝑘,𝑗𝑗)(𝑣𝑣)𝑥𝑥(𝑘𝑘, 𝑗𝑗) + +𝐹𝐹𝑠𝑠𝑓𝑓𝑠𝑠(𝑘𝑘, 𝑗𝑗)                             

𝜎𝜎(𝑘𝑘) = 𝜂𝜂(𝑥𝑥(𝑘𝑘, 𝑗𝑗),𝑢𝑢(𝑘𝑘, 𝑗𝑗))

(2.3) 

Where 𝑘𝑘  and  𝑗𝑗 are time step and subsystem index; 𝐴𝐴(𝑘𝑘,𝑗𝑗)(𝑣𝑣), 𝐴𝐴(𝑘𝑘,𝑗𝑗)𝑑𝑑(𝑣𝑣),

𝐵𝐵(𝑘𝑘,𝑗𝑗)(𝑣𝑣) 𝑎𝑎𝑎𝑎𝑎𝑎 𝐶𝐶(𝑘𝑘,𝑗𝑗)(𝑣𝑣) are state matrices of sub-system 𝑗𝑗, 𝑥𝑥(𝑘𝑘, 𝑗𝑗) ∈ S𝑛𝑛, 𝑢𝑢(𝑘𝑘, 𝑗𝑗) ∈ S𝑛𝑛,

𝑓𝑓𝑎𝑎(𝑘𝑘, 𝑗𝑗) ∈ S1,𝑓𝑓𝑠𝑠(𝑘𝑘, 𝑗𝑗) ∈ S1, 𝐷𝐷d(𝑘𝑘, 𝑗𝑗) ∈ S1  and   𝑦𝑦(𝑘𝑘, 𝑗𝑗) ∈ S𝑛𝑛, denote the state, input, 

actuator faults vector, sensor faults vector, disturbances and output of the process 

at time step 𝑘𝑘 in the 𝑗𝑗𝑡𝑡ℎ subsystem. 𝑇𝑇𝑑𝑑𝑑𝑑 is a time-delay. 𝜎𝜎(𝑘𝑘) represents general 

transition “switching” function for some classes of hybrid systems. 

From the above HDS model (2.3), an efficient and reliable FTC strategy is 

required. Namely discussed, based on fruitful results of fault tolerant control 

design in the literature, an FTC can be designed as an active (AFTC) or passive 

(PFTC) approach depending on the aspect of incapability of the systems to face 

faults occurring (Fig. 2.3). A comparative study for both approaches was 

presented in (Jiang,2012).  

The Passive FTC is intended to deal with faults as preliminaries of potential 

malfunctions of the system, neither a reconfiguration mechanism nor an 

estimation of faults is required. Usually to maintain the systems performances; a 

synthesize of a robust controller design or redundancies tasks for basic faults are 

enough to handle with normal conditions and the pre-considered faults. Thus, the 

PFTC focuses on the robustness of the control systems, without striving to achieve 

the optimal performance for any occurred fault, by considering a single robust 

controller, which turns the designed controller scheme to be more conservative for 

different kinds of faults.  
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Besides that, an Active FTC approach mainly introduces an online 

reconfiguration mechanism in real time that based on three aspects: controller 

reconfiguration scheme, reconfigurable controller and diagnosis scheme. The 

effectiveness of these elements for designing reliable AFTC approach is based on 

the ability to set up the existing control scheme, to maintain the system behavior at 

required performances level through an efficient and smooth design. This can be 

realized by optimizing sufficient and necessary conditions to achieve the optimal 

solution, for a large part of fault cases (considered-fault cases and free-fault) based 

on a significant impact of diagnosis scheme, which can provide information about 

the occurred faults with minimal uncertainties at an appropriate time, which in 

turn leads to follow functional steps for an efficient AFTC strategy. 

 

Fig. 2.3. Classification of FTC Approaches for Hybrid Systems 
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II.2.3 Designing of a Reliable Active FTC Approach

As mentioned above, an AFTC compensates the faults impact based on 

efficient controller by synthesizing an online reconfiguration mechanism. 

Therefore, before raising the relevant works of an AFTC design for reconfiguration 

mechanism, an overview concerning related concepts and techniques for faults 

diagnosis is necessary for the synthesis of AFTC approach. 

II.2.3.1 Faults Diagnosis 

Usually, FD is a highly required strategy for modern complex control 

systems. Thus, to design a reliable FTC approach, the FD stage consists of three 

aspects: detection, isolation and estimation (Identification) of faults. To set up this 

approach, many strategies have been developed and proposed in this purpose 

(Chen and Patton,1999; Patton,2000; Isermann,2005; Blanke,2006); wherein FD can 

be classified as: Signal Processing methods and methods based on Model. 

Therefore, we mention below the principal definitions for FD approaches that are 

raised in the literature:       

A. Parity Relation Approach: is basically founded to generate the residual 

(parity vector) from the input and output information system over finite 

range time. Unfortunately, this approach has not received enough 

attention due to its conservative conditions, readers can refer to 

(Mironovski,1980; Chen-Zhang,1990; Gertler,1995; Gertler,1997).

B. Parameter Estimation Approach: is considered one of the important FD 

scheme. It is based on identification techniques, where the parameter 

vector is estimated based on the change of the system behavior 

(Bakiotis,1979; Isermann,1984; Zolghadri,1996; Isermann-Balle-,1997).

C. Diagnosis based on Direct Synthesis of Filters: can be classified into two 

categories: the first is concerned with the fault estimation (Stroustrup-

Niemann,2002; Henry-Zolghadri,2006) and the second focuses on the 

generation of residual vector (Ding2000; Jaimoukha,2006). These
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approaches are based on the direct realization of diagnosis filters to 

ensure the robustness performances and system stability. 

D. Observer-based Fault Diagnosis: basically, these approaches are based on

Luenberger observers, to generate residual vector and estimate the 

possible measured data of the system starting from accumulated 

information (Frank,1990; Chen-Patton,1999). Several researches based on 

this concept are introduced in the literature.

In the existing works, the implementation of each definition is subject to the 

requirement of the studied system. Whereas, in this thesis, observer-based FD 

approach is considered for state estimation, where some brief definitions about the 

state estimation and the impact to apply observers in FTC strategies are presented. 

II.2.3.1.1 State Estimation 

In the design of controllers scheme, availability of the information 𝑥𝑥(𝑘𝑘, 𝑗𝑗) at 

time k for subsystem j is very important task, to update the controller parameter in 

reconfiguration mechanism at k+1 for HS, the procedure is similar to the other 

nature of systems. In reality, the aspect that all state variables are measurable is 

not always true; as a consequence, there should be an approach to describe the 

systematic relation between the state variables as first part and the input and 

output as a second part, using an appropriate specific state-space realization. So, 

the alternative scenario is to provide an estimation mechanism, to estimate the 

state variable 𝑥𝑥(𝑘𝑘, 𝑗𝑗) from the feedback channel information’s of the closed loop 

system, and to approximate the unknown state-variables to the desired values. 

This concept led to appear the notion of observers in control engineering context; 

that allowed an extension of the observer implementation to deal with a noisy 

environment, which we can use it as a filter to reduce the effect of noise on the 

measurement. As a result, the mechanism of estimation depends on the system to 

be studied. Since our concern in this thesis is to design a reliable FTC scheme that 

requires a full acknowledgment of the measured states, we present here the basic 

ideas about observers.  
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II.2.3.1.2 Observers for Hybrid Dynamics Systems 

In FD structure, state observers take an important consideration for 

estimation tasks. Indeed, many FD approaches are designed in FTC based on the 

observer’s concept to generate fault-sensitive residuals. An observer for HS is 

constructed based on a mathematical model that describes the inputs system 

𝑢𝑢(𝑘𝑘, 𝑗𝑗), outputs system 𝑦𝑦(𝑘𝑘, 𝑗𝑗) and estimated states 𝑥𝑥�(𝑘𝑘, 𝑗𝑗). To present the observer 

mathematical representation, we recall model (2,2) as discrete-time dynamic 

systems representation for a class of hybrid systems. Thus, the state observer 

representation which is based on (2.2) can be described as follows:   

�
𝑧𝑧(𝑘𝑘 + 1) =  𝑙𝑙σ(𝑧𝑧σ,𝑢𝑢σ,𝑓𝑓σ,𝐷𝐷σ,𝑓𝑓σ,𝑇𝑇σ) 

          𝑥𝑥�(𝑘𝑘) = 𝑝𝑝σ(𝑧𝑧σ,𝑢𝑢σ,𝑓𝑓σ,𝐷𝐷σ,𝑓𝑓σ,𝑇𝑇σ)  (2.4) 

Such that the state estimation error 𝑒𝑒(𝑘𝑘) = 𝑥𝑥(𝑘𝑘) − 𝑥𝑥�(𝑘𝑘) tends asymptotically 

to zero: 

‖𝑒𝑒(𝑘𝑘)‖ = ‖𝑥𝑥(𝑘𝑘) − 𝑥𝑥�(𝑘𝑘) ‖  → 0  𝑤𝑤ℎ𝑒𝑒𝑒𝑒     𝑘𝑘 → ∞  (2.5) 

The main objective to design an observer is to define the functions 

𝑙𝑙σ(𝑧𝑧σ,𝑢𝑢σ,𝑓𝑓σ,𝐷𝐷σ,𝑓𝑓σ,𝑇𝑇σ)  and 𝑝𝑝σ(𝑧𝑧σ,𝑢𝑢σ,𝑓𝑓σ,𝐷𝐷σ,𝑓𝑓σ,𝑇𝑇σ) for different cases in presence of 

undesirable associated inputs, in order to ensure the convergence of the state 

estimation error to zero. Generally, there is a key point in presence of undesirable 

inputs, where it is not possible to reconstruct the state 𝑥𝑥(𝑘𝑘) of the system from the 

inputs and outputs; which is not the case in this thesis. Since we assume that the 

conditions under which it is possible to establish the conditions of existence of a 

reliable observer exist, this is called the observability notion. 

A. Observability Concept:

The observability concept is a study that involves the determination of the

conditions where the state of the system 𝑥𝑥(𝑘𝑘) can be uniquely determined, 

which is obtained from a set of k observations of the output. A state variable 

system is said to be completely observable if: for any sample time 𝑘𝑘𝑖𝑖, there 

exists a sample time 𝑘𝑘𝑖𝑖+1 > 𝑘𝑘𝑖𝑖, such that a knowledge of the output y(k) and 
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input u(k) in the time interval 𝑘𝑘𝑖𝑖 ≤ 𝑘𝑘 ≤ 𝑘𝑘𝑖𝑖+1 is sufficient to determine the 

initial state 𝑥𝑥(𝑘𝑘𝑖𝑖) and as a consequence, 𝑥𝑥(𝑘𝑘), for all k between 𝑘𝑘𝑖𝑖 and 𝑘𝑘𝑖𝑖+1. 

In the context of this thesis, necessary and sufficient conditions for a linear 

discrete-time HS to be completely observable can be deduced from the 

calculation of the rank of the Kalman criterion. Consequently, if the 

observability matrix  

𝐿𝐿ℎ =

⎣
⎢
⎢
⎡

𝐶𝐶(𝑘𝑘,𝑗𝑗)
𝐶𝐶(𝑘𝑘,𝑗𝑗)𝐴𝐴(𝑘𝑘,𝑗𝑗)

⋮
𝐶𝐶(𝑘𝑘,𝑗𝑗)𝐴𝐴(𝑘𝑘,𝑗𝑗)

𝑛𝑛−1 ⎦
⎥
⎥
⎤
  (2.6) 

has rank n, where n is the dimension of the state variable of each sub-system. 

Then, the HS (2.2) is completely observable. The issue of observability for HS 

is investigated in the last years for its importance of hybrid dynamics 

controllability (De la Sen,2000; Bemporad,2000; Di Benedetto,2009; Yu,2011; 

Medina,2008; Tanwani,2014). 

B. Structure of an Observer:

The recent structure of many observers for nonlinear systems in the

literature started with (Thau,1973), that is basically designed and used 

Lyapunov techniques to extend the Luenberger observer (Luenberger,1971). 

An observer in discrete-time for HS according to the representation of 

(Thau,1973) is presented as follow:  

�
𝑥𝑥�(𝑘𝑘 + 1, 𝑗𝑗) = 𝐴𝐴(𝑘𝑘,𝑗𝑗)𝑥𝑥�(𝑘𝑘, 𝑗𝑗)  + 𝑓𝑓(𝑥𝑥�(𝑘𝑘, 𝑗𝑗),𝑢𝑢(𝑘𝑘, 𝑗𝑗)) + 𝐿𝐿(𝑦𝑦(𝑘𝑘, 𝑗𝑗) − 𝑦𝑦�(𝑘𝑘, 𝑗𝑗))

𝑦𝑦�(𝑘𝑘, 𝑗𝑗) = 𝐶𝐶(𝑘𝑘,𝑗𝑗)𝑥𝑥�(𝑘𝑘, 𝑗𝑗)  (2.7)  

To ensure that the designed observer is reliable to implement to FTC 

scheme, it should define the gain matrix L, such that the state estimation 

error  𝑒𝑒(𝑘𝑘) = 𝑥𝑥(𝑘𝑘) − 𝑥𝑥�(𝑘𝑘) tends asymptotically to zero. 

In the next chapter, we will define the necessary and sufficient conditions 

to determine the observer gain L, which is used for the computation of 

the optimal control. Therefore, readers can refer to (Ichalal,2009). 
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Continuously, to analyze different efficient techniques that are used for the 

reconfiguration mechanism of the controller, it is worthy to distinguish the 

different controller approaches that can be employed in AFTC strategy design.  

II.2.3.2 Controller Designs for Active Fault Tolerant Control 

In AFTC mechanism, the most important key is how to adopt an adequate 

controller in reconfiguration scheme. In this regard, several works were presented 

based on different controllers’ strategies to achieve one purpose, maintain high 

performances of the system in case of faulty behavior event. Therefore, we cite 

some controller approaches that are applied in the design of an AFTC.   

A. Eigenstructure Assignment Approach: this approach is raised in

(Andry,1983; Konstantopoulos,1996; Tsui,1999; Wang,1999; Zhang,2000) by

assigned Eigenvalues and Eigenvectors to handle robustly with occurred

faults. The main idea is based on assigning the most important eigenvalues

of the healthy systems and faulty systems, then minimize the error between

the corresponding eigenvectors of the closed loop, e.g. using l2. The

advantage of this approach is to ensure the stability of faulty systems.

Besides, the main handicap is to deal with model uncertainties and these

are related to detection and estimation of faults.

B. Pseudo-Inverse Approach: is based on synthesis of feedback control law to

obtain a faulty dynamics behavior approximately similar to the healthy

dynamics (Gao,1991; Gao,1992; Staroswiecki,2005a; Ciubotaru,2006;

Tohidi,2016). Meanwhile, the stability issue is not guaranteed for this

approach.

C. Multiple-Models Methods: is based on control of nonlinear systems on

functional area, where it is modeled for finite linear models based different

equilibrium points. Therefore, the fault tolerant control scheme for this

approach consists of computing the n controllers, that cover all linear-

systems possibilities through a weighted combination of control law. Where

finite linear models describe the original systems in nominal behavior
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conditions and also for the faulty behavior, readers can refer to 

(Aubrun,1993; Theilliol,2002; Theilliol,2003). This class of AFTC controllers 

is divided into two categories: Multiple Model Switching and Tuning (MMST) 

(Boskovic,1998) and Interacting Multiple Model (IMM) (Zhang,2001). 

D. Adaptive Control Approach: This approach is widely employed in control

theory. As result, several AFTC strategies used an analytical model based

on adaptive approach, where an online adaption of the control law is to

identify and estimate at each step time the new adaption gains. This

approach is mainly split in two folds: direct (Wang,1993; Labiod,2005;

Essounbouli,2006; Labiod,2016) and indirect (Chen,1996; Essounbouli,2006;

Labiod,2006; Bounemeur,2018).

E. Model Based Predictive Control: Basically, this approach is used to

minimize a defined optimization problem of weighted quadratic criterion

using a defined cost function, in order to compute online the optimal

control at each sampling time. The optimization problem includes the error

dynamics for trajectory tracking “desired output for regulation”, the control

input and imposed constraints. The main advantage of this approach is

handling with different control constraints, which leads to employ this

feature to deal with occurring faults for designing an FTC strategy. Due to

its ability to modify online the control input parameters to maintain the

required performances of the closed-loop system. These notions are

involved for both aspects: academic (Maciejowski,2000; Camacho,2010;

Yang,2012; Raimondo,2013; Yang,2015) and industrial (Kerrigan,1999;

Maciejowski,2003; de Almeida,2010; Ferranti,2019; Tao,2020).

In this thesis, our concern is the study of an AFTC based on predictive

control theory for hybrid systems. Throughout our research in the literature, it 

seems that this topic is not thoroughly investigated (Ocampo,2009; Wang,2016). 

Therefore, why model predictive control is not thoroughly discussed for designing 

an active fault tolerant control?  
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II.3 Fault-Tolerant Predictive Control for Hybrid Systems

The opinions about employing the MPC approach in FTC are differentiated. 

Some searchers doubt the reliability question of MPC; they are rather lean on that 

AFTC problems require an online fast and ultimate power of computing, due to 

the computation burden for designating the optimal control, which is not always 

the case for MPC; that, only the first element of input control vector has relevance 

for next iteration. In addition to the weakness recognition of fault model and its 

impact on the systems, and the inability to deal with all kinds of faults. 

To answer this question, we start first by an overview about the MPC and 

its favorable features to adapt for HS. 

II.3.1 Predictive Control Scheme for Hybrid Systems

Generally speaking, the concept of MPC is not a specific control strategy 

but rather a set of algorithms, that explicitly uses a system model in an 

optimization problem to be solved; in order to compute the optimal control 

sequence, satisfy the imposed constraints and improve the system performances. 

These latter are based on formulating sufficient and less conservative conditions 

through a specific optimization criterion on a finite or infinite horizon at each step-

time. This specific aspect of the optimization criterion is related to the terminal 

constraints and undesirable associated inputs as time-delay, disturbances and 

faults occurring. 

Historically, Model (Based) Predictive Control (MPC/MBPC) concepts 

were introduced in control theory due to Richalet in 1978 (Richalet,1978), and were 

generalized to the industrial field by Clarke in 1987 (Clarke,1987). Over the years, 

the MPC design is enhanced with the increase of systems complexity, due to is 

well-suited for the control of constrained systems, at which the outputs and inputs 

constraints are directly underlying on the optimization problem. With the aim to 

keep up high systems performances, several studies and control approaches are 

proposed for this concept (Morari,1994; Scokaert,1999; Camacho,2004). In order to 

achieve the robustness performances, a new sight of optimization problem in term 
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of LMIs was proposed based on sufficient conditions for constrained systems 

(Kothare,1996). Followed by numerous researches, to increase the MPC efficiency 

and ensure the stability of different paradigms for many applications based on 

nonlinear systems modelling techniques (Maciejowski,2002; Hu,2004; Wada,2006; 

Scholte,2008; Vesely,2009; Belarbi,2007; Xia,2010; Khairy,2010). Due to difficulty 

control of HS by using the classical control scheme; the effectiveness and 

robustness are mainly the target of an objective control design to maintain hybrid 

systems performances; where the MPC is considered one of the well-suited 

strategies for the control of HS (Potocnik,2008; Bemporad,2000; Lazar,2006; 

Li,2009; Camacho,2010; Phat,2010; Altin,2018; Lien,2020; Zahaf,2020).  

In fact, based on the above numerous researches and those that are not 

mentioned in the present thesis, Predictive control boils down using an explicit 

model to predict the system behavior at each sampling-time, at least over a 

definite horizon called the prediction horizon, by choosing the best cost decision 

over the optimization problem to designate the input control by respecting the 

imposed constraints.  Usually, only the first input control element has been taken 

from the computed input control vector, to use it in the next sampling period of 

the optimization problem and to compute again the new input control with new 

parameters obtained from the system. This procedure is then repeated: it is the 

principle of the sliding or receding horizon (Figure 2.4).  

Basically, the model predictive control denotes a general framework of a 

various generic names of predictive control (Maciejowski,2002), we mention below 

as examples of these plethora names: 

- Sequential Open Loop Optimization (SOLO),

- Dynamic Matrix Control (DMC),

- Quadratic Dynamic Matrix Control (QDMC),

- Model Algorithmic Control (MAC),

- Extended Prediction Self-Adaptive Control (EPSAC),

- Predictive Functional Control (PFC),
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- Generalized Predictive Control (GPC),

In addition to this unified description, Model-Based Predictive Control

(MBPC) is considered as a different designation to denote different variants of 

predictive control. Generally, predictive control is constituted from the next basic 

elements: 

- Prediction Model,

- Cost function to minimize the imposed constraints,

- An optimization algorithm to compute the control input.

Each element has several considerable optimization options which results 

into several optimization techniques. So, this leads to a variety of predictive 

control algorithms. 

II.3.1.1 Prediction Model 

Two components are the main elements of the prediction model: the first 

one is the mathematical equations that describes the relation between the inputs 

and outputs of the modelling process; besides, constraints, faults, disturbances 

and modelling errors are the second element. As a result, there are many 

paradigms of predictive control based on the prediction model: 

- Linear Predictive Control based on: State Space Model, Transfer Function…

etc.

- Non-Linear Predictive Control based on Nonlinear State Model … etc.

Figure 2.4: Model Predictive Control Principals 
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II.3.1.2 Cost Function (Performance Criterion) 

The cost function penalized the big changes between the controlled predicts 

outputs 𝑦𝑦�(𝑘𝑘+ 𝑡𝑡|𝑘𝑘) and the reference trajectory 𝑦𝑦𝑟𝑟𝑟𝑟𝑟𝑟(𝑘𝑘 + 𝑡𝑡|𝑘𝑘), in addition to the 

input control vector ∆𝑢𝑢(𝑘𝑘) = 𝑢𝑢(𝑘𝑘) − 𝑢𝑢(𝑘𝑘 − 1). Usually cost function is given by the 

next expression: 

𝐽𝐽 = � ��𝑦𝑦𝑟𝑟𝑟𝑟𝑟𝑟(𝑘𝑘 + 𝑖𝑖) − 𝑦𝑦�(𝑘𝑘 + 𝑖𝑖|𝑘𝑘)�
𝑇𝑇
𝑄𝑄 �𝑦𝑦𝑟𝑟𝑟𝑟𝑟𝑟(𝑘𝑘 + 𝑖𝑖) − 𝑦𝑦�(𝑘𝑘 + 𝑖𝑖|𝑘𝑘)�

∞

𝑖𝑖=1

+ 𝑢𝑢𝑖𝑖(𝑘𝑘 + 𝑖𝑖 − 1)𝑇𝑇𝑅𝑅𝑢𝑢𝑖𝑖(𝑘𝑘 + 𝑖𝑖 − 1) + ∆𝑢𝑢𝑖𝑖(𝑘𝑘 + 𝑖𝑖 − 1)𝑇𝑇𝑆𝑆∆𝑢𝑢𝑖𝑖(𝑘𝑘 + 𝑖𝑖 − 1)�       (2.4) 

𝑦𝑦𝑟𝑟𝑟𝑟𝑟𝑟(𝑘𝑘):  ith Reference output variable. (Desired State) 

𝑦𝑦�(𝑘𝑘)     ∶  ith Controlled output variable (measured State) 

𝑢𝑢𝑖𝑖          ∶  ith Control Input. 

∆𝑢𝑢𝑖𝑖       ∶  ith  Step control Input 

𝑄𝑄𝑦𝑦�         ∶ Weighting coefficient or Matrix reflecting the relative importance of 

Controlled variables. 

𝑅𝑅𝑢𝑢𝑖𝑖        ∶ Weighting coefficient or Matrix penalizing the big changes of Control 

Input. 

𝑆𝑆∆𝑢𝑢𝑖𝑖      ∶ Weighting coefficient penalizing the big changes of Step Control Input. 

Note: 𝑄𝑄 is definite positive matrix,  𝑅𝑅 and 𝑆𝑆 are semi definite positive 

matrices.  

Since that, only the first element of the Input control vector is applied in 

next computation of optimal control at each step-time, we consider: 

∆𝑢𝑢(𝑘𝑘 + 𝑖𝑖 − 1) = 0,           𝑖𝑖 > 1                                                                                (2.5) 

II.3.1.3 Input Control 

The input control is obtained from the optimization problem, where the 

prediction model is underlying to the cost function to satisfy the imposed 

constraints, undesirable associated inputs (time-delay, disturbances and faults) 

and ensure the stability of system. The computation of general prediction model is 

presented in Appendix B. 
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II.3.2 Optimization Techniques and Stability of Constrained Predictive       

Control for Hybrid Systems 

The model to be used in control design scheme is considered as a discrete-

time state-space representation. In a general case, we assume that the underlying 

plant is a multi-input and multi-output system. For SISO or MISO systems, it is 

easier to design a control scheme by a simple manipulation compared with MIMO 

plant, which can be considered as hybrid systems for many cases, due to the 

similarity of the mathematical representation. The described discrete-time state 

space model is:   

�
𝑥𝑥(𝑘𝑘 + 1, 𝑗𝑗) = 𝐴𝐴(𝑘𝑘,𝑗𝑗)(𝑣𝑣)𝑥𝑥(𝑘𝑘, 𝑗𝑗) + 𝐵𝐵(𝑘𝑘,𝑗𝑗)(𝑣𝑣)𝑢𝑢(𝑘𝑘, 𝑗𝑗)

𝑦𝑦(𝑘𝑘, 𝑗𝑗) = 𝐶𝐶(𝑘𝑘,𝑗𝑗)(𝑣𝑣)𝑥𝑥(𝑘𝑘, 𝑗𝑗)                                                              (2.6) 

Where 𝑥𝑥(𝑘𝑘 + 1, 𝑗𝑗) is the state variable, 𝑦𝑦(𝑘𝑘, 𝑗𝑗) is the system output and 

𝑢𝑢(𝑘𝑘, 𝑗𝑗) is the input control, j represents the 𝑗𝑗𝑡𝑡ℎ sub-system (model), for simplicity of 

state matrices e.g., 𝐴𝐴(𝑘𝑘,𝑗𝑗)(𝑣𝑣) = 𝐴𝐴(𝑘𝑘,𝑗𝑗) in the rest of this thesis. 

Obviously, the main objective of predictive control is to bring the predicted 

states as close as possible to the reference signal over a prediction horizon. 

Therefore, we distinguish two aspects of optimization based predictive control: 

classical optimization methods for model based predictive control and robust 

predictive control using min-max optimization method. 

II.3.2.1 Optimization Problem Based on Model Predictive Control 

Optimization problem using model predictive control is based on 

redundancy solutions depending on the systems nature, constraints and 

undesirable associated inputs. In existed works, an analytical solution is obtained 

if the study model is linear and there are no constraints (Clarke,1987), the problem 

is cast as a quadratic problem in the presence of constraints, where a set of 

algorithms is proposed as an efficient solution (Maciejowski,2002).  

On the other hand, the optimization problem becomes non convex if the 

model is nonlinear with or without constraints, which increases the complexity of 

the solution procedures and time consuming (Mayne,2000). For some cases, 



   Hybrid Systems with Undesirable Associated Inputs:  
Control, Estimation and Synthesis 

48 

authors in (Scokaert,1999) raised that only a feasible and stable solution may be 

sought for a class of nonlinear systems. Therefore, to set up the steps to obtain an 

optimal solution if it is possible, we recall the cost function (2.4), which can be 

described as: 

𝐽𝐽 = � ��𝑦𝑦𝑟𝑟𝑟𝑟𝑟𝑟(𝑘𝑘 + 𝑖𝑖) − 𝑦𝑦�(𝑘𝑘 + 𝑖𝑖|𝑘𝑘)�
𝑇𝑇
𝑄𝑄 �𝑦𝑦𝑟𝑟𝑟𝑟𝑟𝑟(𝑘𝑘 + 𝑖𝑖) − 𝑦𝑦�(𝑘𝑘 + 𝑖𝑖|𝑘𝑘)�

𝑁𝑁ℎ

𝑖𝑖=1

+ 𝑢𝑢𝑖𝑖(𝑘𝑘 + 𝑖𝑖 − 1)𝑇𝑇𝑅𝑅𝑢𝑢𝑖𝑖(𝑘𝑘 + 𝑖𝑖 − 1)�                                                                   (2.7) 

In addition to the prediction model (B.8) in Appendix B, which applies for 

computing an input control 𝑢𝑢𝑖𝑖 that minimizes the cost function J in quadratic 

criterion, we obtain: 

𝐽𝐽 = � ��𝑦𝑦𝑟𝑟𝑟𝑟𝑟𝑟 − 𝛹𝛹ℎ𝑥𝑥(𝑘𝑘) + 𝛬𝛬ℎ𝑢𝑢𝑖𝑖�
𝑇𝑇
𝑄𝑄�𝑦𝑦𝑟𝑟𝑟𝑟𝑟𝑟 − 𝛹𝛹ℎ𝑥𝑥(𝑘𝑘) + 𝛬𝛬ℎ𝑢𝑢𝑖𝑖� + 𝑢𝑢𝑖𝑖𝑇𝑇𝑅𝑅𝑢𝑢𝑖𝑖�

𝑁𝑁ℎ

𝑖𝑖=1
   (2.8) 

From the literature, (2.8) has two cases of solution synthesis:  

 II.3.2.1.1 Solutions of MPC without Constraints 

The solution is being analytical. At first, we take the first derivative of the 

cost function (2.8) with respect to the vector of inputs 𝑢𝑢𝑖𝑖,: 

𝜕𝜕𝜕𝜕
𝜕𝜕𝑢𝑢𝑖𝑖

= −2𝛬𝛬ℎ𝑇𝑇𝑄𝑄𝑇𝑇 �𝑦𝑦𝑟𝑟𝑟𝑟𝑟𝑟 − 𝛹𝛹ℎ𝑥𝑥(𝑘𝑘)� + 2�𝛬𝛬ℎ𝑇𝑇𝑄𝑄𝛬𝛬ℎ + 𝑅𝑅𝑇𝑇�𝑢𝑢𝑖𝑖                     (2.9)   

Following steps in (Clarke,1987; Wang,2009) to obtain the optimal solution of 

J, necessary condition is obtained as:     𝜕𝜕𝜕𝜕
𝜕𝜕𝑢𝑢𝑖𝑖

= 0                                                                (2.10) 

The optimal solution for the control input is defined as: 

𝑢𝑢𝑖𝑖 = �𝛬𝛬ℎ𝑇𝑇𝑄𝑄𝛬𝛬ℎ + 𝑅𝑅𝑇𝑇�
−1
𝛬𝛬ℎ𝑇𝑇𝑄𝑄 �𝑦𝑦𝑟𝑟𝑟𝑟𝑟𝑟 − 𝛹𝛹ℎ𝑥𝑥(𝑘𝑘)�                                    (2.11) 

Finally, many algorithms are available to solve this kind of optimization 

problems, which is basic to guarantee the optimality solution, wherein the set of 

feasible solutions of the cost function is a convex problem. 

Since the most engineering applications are a constrained problem, the 

solution of the optimization problem becomes a quadratic programming problem. 
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    II.3.2.1.2 Solutions of MPC with Constraints 

The optimization based quadratic programing methods requires a 

considerable effort to completely understand the relevant theory and algorithms, 

which have been extensively studied in the literature 

 𝐽𝐽 = 1
2
𝑥𝑥�𝑇𝑇𝑃𝑃𝑥𝑥� + 𝑥𝑥�𝑇𝑇𝑅𝑅                                                                                 (2.12) 

𝑊𝑊𝑥𝑥� < 𝑍𝑍                                                                                                    (2.13) 

Where P, R, M and Z are compatible matrices and vectors in the quadratic 

programming problem, where P is symmetric and positive definite matrix, and 

where W and Z are representing the upper and lower energy limits, respectively. 

Therefore, we present the essential computational algorithms, methods and 

conditions to better understand the essence of quadratic programing problems 

optimization, which is extensively raised with descriptive examples in (Wang,2009).   

A. Quadratic programing for Equality Constraints  

 The obtained solution from the minimization with equality constraints 

consists of the number of constraints which should be less than or equal to the 

number of decision variables (i.e., 𝑥𝑥� in 2.12). Since the reformulated of the 

quadratic programming problem to a simplest problem is the way to find a 

feasible solution, by defining a constrained minimum of a positive definite 

quadratic function with linear equality constraints. That each linear equality 

constraints defines a hyperplane, in addition to the positive definite quadratic 

functions that are represented as hyperellipsoids. 

Therefore, the existed feasible solution from the minimization of the cost 

function without any additional variable is obtained which satisfies the 

constraints. Besides that, in case where the number of equality constraints is 

greater than the number of decision variables, we face the situation called 

infeasible, where there is no feasible solution that can satisfy the constraints.  

In this method, the most used technique is based on Lagrange Multipliers 

represented by Lagrange expression in the cost function as follows:     
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𝐽𝐽 =
1
2
𝑥𝑥�𝑇𝑇𝑃𝑃𝑥𝑥� + 𝑥𝑥�𝑇𝑇𝑅𝑅 +  𝜆𝜆𝑇𝑇(𝑊𝑊𝑥𝑥� − 𝑍𝑍)                                                         (2.14) 

Since that (2.14) is subject to (2.13) with additional variable 𝜆𝜆, the objective 

is to satisfy the objective function (2.14) as in the original cost function (2.12).   

B. Quadratic programing with Inequality Constraints 

Contrary to the QP with equality constraints, the minimization with 

inequality constraints requires that the number of constraints should be larger 

than the number of decision variables. The general idea about inequality 

constraints (2.13) can take the form of inactive constraints and active constraints 

during the iteration procedure. For the active constraints case, the solution of the 

QP problem is more labors and requires efficient set of algorithm compared with 

inactive constraints case. The most used methods for QP with inequality 

constraints are Kuhn-Tucker conditions and Active set methods. 

- Kuhn-Tucker Conditions: This method is based on the formulation of 

Lagrange multipliers, by underlying the active and inactive constraints in 

the cost function, that necessary conditions are derived for the QP 

optimization problem based on Kuhn-Tucker conditions. Since the set of 

active constraints is related to the Lagrange multipliers vector 𝜆𝜆, let us 

define the set of active constraints 𝑆𝑆𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 to distinguish it from inactive 

constraints set. Then the necessary conditions can be described as 

follows: 

𝑃𝑃𝑥𝑥� + 𝑅𝑅 +  � 𝜆𝜆𝑖𝑖  𝑊𝑊𝑖𝑖
𝑇𝑇

𝑖𝑖∈𝑆𝑆𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴

                                                           (2.15) 

𝑊𝑊𝑖𝑖𝑥𝑥� − 𝑍𝑍𝑖𝑖 ≤ 0               𝑖𝑖 ∈ 𝑆𝑆𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴                                                (2.16) 

𝑊𝑊𝑖𝑖𝑥𝑥� − 𝑍𝑍𝑖𝑖 = 0               𝑖𝑖 ∉ 𝑆𝑆𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴                                                (2.17) 

𝜆𝜆𝑖𝑖 ≥ 0                            𝑖𝑖 ∈ 𝑆𝑆𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴                                            (2.18. 𝑎𝑎) 

𝜆𝜆𝑖𝑖 = 0                            𝑖𝑖 ∉ 𝑆𝑆𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴                                            (2.18. 𝑏𝑏) 
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- Active Set Methods: This method is based on actively defined set. This 

means that in each iteration of an algorithm, only the actual active 

constraints are considered for the optimization problem as a subset of 

the constraints, which allow them to be treated as the active set with 

relaxed conditions. This technique can allow us to obtain an optimal 

solution for QP problem, where the current solution using ith subset of 

constraints is a feasible solution. This leads to improve the feasible 

solution over the prediction horizon to the optimal solution. We can 

differ two cases of solution based the Active Set method that is related 

to Lagrange multipliers vector 𝜆𝜆𝑖𝑖: if all 𝜆𝜆𝑖𝑖 ≥ 0 then the value point is a 

local solution to the original problem. On the other hand, if there exists a 

𝜆𝜆𝑖𝑖 < 0 then the cost function can be decreased by relaxing constraint i. 

Also, it is necessary to take into consideration the unapplied constraints 

at each step time to avoid big penalizing of input control computation, 

since each solution is defined by the algorithm which must be feasible; 

where these unapplied constraints can occur while moving on new 

working area over the prediction horizon. 

For further understanding of the difference between the QP with inequality 

constraints and equality constraints, a short comparison for both 

methods is introduced in (Wang,2009). The main difference comprises that 

the optimization through the inequality constraints is less conservatism 

than the case of equality constraints, due to its advantage which depends 

on the linearity feature of the inequality constraints that obtained based on 

additional decision variables. Moreover, the optimal solution in the case of 

inequality constraints it could be obtained, compared with the other case 

which considers the feasible solution as enough solution. 

C. Quadratic programing Based on Primal-Dual Method 

The Primal Methods is considered as a basic aspect of active techniques, as 

the Active Set method; where the computation of the solution is related to the 
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decision variables (Primal Variables). It is clear that the computation load is quite 

large in the case of many constraints, which can happen in the active set methods; 

since it requires the identification of the active constraints along with the optimal 

decision variables, as well as the programming complexity task. Therefore, the 

inactive constraints can be ignored in the computation of the solution at each 

iteration, which is identified systematically based on the Dual Method. This method 

can lead to designating the optimal solution of the constrained minimization 

problems. The Primal-Dual method uses the Lagrange multipliers, where the 

original problem optimization is reformulated to a dual problem to be optimized. 

Thus, the dual problem is also a quadratic programming problem with 𝜆𝜆 as the 

decision variable, the optimization of dual objective function minimized by 

Lagrange multipliers is described as follows: 

𝑚𝑚𝑚𝑚𝑚𝑚
𝜆𝜆≥0

 (
1
2
𝜆𝜆𝑇𝑇𝑆𝑆𝑆𝑆 + 𝜆𝜆𝑇𝑇𝐻𝐻 +

1
2
𝑍𝑍𝑇𝑇𝑃𝑃−1𝑍𝑍 )                                                  (2.19) 

                                        subject to 𝜆𝜆 ≥ 0   

The matrices S and H are given by: 

 𝑆𝑆 = 𝑊𝑊𝑇𝑇𝑃𝑃−1𝑊𝑊                                                                                     (2.20) 

𝐻𝐻 = 𝑍𝑍 + 𝑊𝑊𝑇𝑇𝑃𝑃−1𝑅𝑅                                                                              (2.21) 

The obtained dual objective function (2.19) is derived from (2.14) with some 

mathematical transformation using (2.20), (2.21) and additional variables. To solve 

the dual problem that can be easier than the primal problem, due to the 

transformation of constraints. Many techniques are proposed to handle this 

optimization problem; As an example of this algorithms, we cite the Hildreth’s 

Quadratic Programing Procedure and Closed-Form Solution of 𝜆𝜆∗, as proposed 

methods to solve the optimization of dual problem. Both procedures are based on 

the optimization of the decision variable 𝜆𝜆. For more details about mentioned 

methods, readers can refer to (Wang,2009). 

As a brief conclusion, the above solutions of the optimization problems based 

model predictive control is not competent, especially in the case that the study 



   Hybrid Systems with Undesirable Associated Inputs:  
Control, Estimation and Synthesis 

53 

problems is with constraints; it is clearly that the main issue is the large computation 

burden which cannot always guarantee the optimality solution. while finding a 

feasible solution is enough for the optimization problem over the prediction horizon. 

II.3.2.2 Robust Predictive Control Based on LMIs 

The optimization of robust predictive control is introduced by 

(Kothare,1996) to handle with plant model uncertainties, in that the robustness is 

ensured. The main idea of this optimization method is based on the reformulation 

of the optimization problem to a convex problem, at which an upper bound on the 

“worst-case” objective function is minimized subject to the input and output 

constraints. So, the obtained constrained convex problem is reformulated in terms 

of Linear Matrix Inequalities (LMIs).  

The LMIs technique makes it possible to solve and synthesize the control of 

several problems and nonlinear systems, due to the existence of efficient methods 

of solution. The LMI is basically the version of semi positive definite (SDP) 

algorithms, which are convex problems (El Ghaoui,1997). Based on an interior 

point method for linear programming, an efficient procedure as a solution of LMI 

was introduced in (Karmakar,1984). The direct integration of the interior point 

method with linear matrix inequalities was made by (Nesterov,1994) as an 

improvement of this technique, which allows to generalize the LMIs as 

programming algorithms in Matlab (Gahinet,1995). The real trend of involving 

LMIs in control systems started with (Boyd,1994), due to the soft underlying of the 

constraints and to decrease the conservatism optimization problems in terms of 

linear conditions. Therefore, it is necessary to highlight this concept of LMIs.     

II.3.2.2.1 The Linear Matrix Inequalities  

This part presents basic definitions and some useful lemmas and 

assumptions that allow the reformulation of the matrix inequalities in order to 

make them in a linear form.  
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Definition 2.1: (Boyd,1994)  

A linear matrix inequality is a matrix inequality in the following form: 

𝐹𝐹(𝑥𝑥) = 𝐹𝐹0 + �𝑥𝑥𝑖𝑖

𝑚𝑚

𝑖𝑖=1

𝐹𝐹𝑖𝑖 > 0                                                               (2.22) 

with 𝑥𝑥(𝑡𝑡) = [𝑥𝑥1(𝑡𝑡), … , 𝑥𝑥𝑚𝑚(𝑡𝑡)]𝑇𝑇 is the vector of the variables to be found, and symmetric 

matrices defined as 𝐹𝐹𝑖𝑖 = 𝐹𝐹𝑖𝑖𝑇𝑇𝜖𝜖𝑅𝑅𝑛𝑛∗𝑛𝑛 , 𝑖𝑖 = 0, … ,𝑚𝑚, are given matrices. For an existing 

solution of inequality (i.e., Eq. LMI1), 𝐹𝐹(𝑥𝑥) must be positive definite, i.e., all eigenvalues 

are positive. So, LMI (i.e., Eq. LMI1) is a convex constraint for 𝒙𝒙, and the set 

{𝑥𝑥|𝐹𝐹(𝑥𝑥) > 0} is convex. That allows to consider that (i.e., Eq. LMI1) is a diagonal matrix 

if 𝐹𝐹1(𝑥𝑥) > 0,𝐹𝐹2(𝑥𝑥) > 0, … ,𝐹𝐹𝑚𝑚(𝑥𝑥) > 0, and these constraints are convex. Thus, (2.22) is 

equivalent to the next expression: 

�
𝐹𝐹1(𝑥𝑥) ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 𝐹𝐹𝑚𝑚(𝑥𝑥)

� > 0                                                             (2.23) 

A. Basic Problems of LMIs 

There are three types of convex optimization problems encountered in the 

form of LMI: 

-  Feasibility Problem: 

Is based on how to find a vector 𝑥𝑥(𝑡𝑡) = [𝑥𝑥1(𝑡𝑡), … , 𝑥𝑥𝑚𝑚(𝑡𝑡)]𝑇𝑇 such as 𝐹𝐹(𝑥𝑥) > 0. 

This problem is generally solved by finding the vector 𝑥𝑥(𝑡𝑡) = [𝑥𝑥1(𝑡𝑡), … , 𝑥𝑥𝑚𝑚(𝑡𝑡)]𝑇𝑇 

that minimizes the scalar 𝜸𝜸 such as : 

−𝑭𝑭(𝒙𝒙) < 𝜸𝜸 ∗ 𝑰𝑰                                                                                  (2.24) 

If the minimum value of  𝜸𝜸 is negative, then the problem will be feasible. 

-  Eigenvalue Problem EVP : 

The idea is to minimize the worst case "upper value" eigenvalue of a 

symmetric matrix with constraint in term of LMI: 
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𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 λ  

  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑡𝑡𝑡𝑡 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 �𝜆𝜆𝜆𝜆 − 𝐴𝐴(𝑥𝑥) > 0
𝐵𝐵(𝑥𝑥) > 0

                                               (2.25) 

- General Eigenvalue Problem (GEVP) : 

The idea also is to minimize the worst case "upper value" generalized 

eigenvalue of a pair of matrices with respect to the constraints in term of LMI: 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 λ  

  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑡𝑡𝑡𝑡 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 �
𝜆𝜆𝜆𝜆(𝑥𝑥) − 𝐴𝐴(𝑥𝑥) > 0

𝐵𝐵(𝑥𝑥) > 0
𝐶𝐶(𝑥𝑥) > 0

                                        (2.26) 

Usually, decreasing the conservatism of the optimization problem requires 

making all LMIs in the linear form, which is not often the case for all formulated 

convex problems. Therefore, some useful lemmas as tools for transformations and 

manipulation of LMIs, for relaxation conditions are presented in Appendix C. 

II.3.2.2.2 The Design of Robust Predictive Control Based on LMIs Using 

Min-Max Method 

As aforementioned, the formulation of MPC scheme in LMIs form was 

introduced by (Kothare,1996). That allows reformulating any optimization 

problem to a convex problem in term of linear matrix inequalities (LMIs), and 

deriving sufficient conditions for the computation of a feasible solution using the 

formulation min-max as optimization method. The optimization approach min-max 

permits to modify the minimization of the nominal cost function to an oriented 

optimization problem, using the cost function of the worst case “cost function with 

maximum undesirable inputs values”. The min-max formulations are considered 

as linear programming “LP”, to decrease the computation burden compared with 

QP methods. However, the standard cost function that is used in optimization 

over infinite horizon for robust model predictive control based on LMIs is 

described as: 
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𝑚𝑚𝑚𝑚𝑚𝑚
𝑢𝑢(𝑘𝑘+𝑖𝑖 𝑘𝑘⁄ )

𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖>0

𝐽𝐽∞ (𝑘𝑘)                                                                             (2.27. a) 

𝐽𝐽∞(𝑘𝑘) = � �𝑋𝑋�(𝑘𝑘 + 𝑖𝑖) + 𝑈𝑈(𝑘𝑘 + 𝑖𝑖)�
∞

𝑖𝑖=0
                                          (2.27. b) 

�𝑋𝑋
�(𝑘𝑘 + 𝑖𝑖) = 𝑥𝑥𝑇𝑇(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )𝑄𝑄0𝑥𝑥(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )
𝑈𝑈(𝑘𝑘 + 𝑖𝑖) = 𝑢𝑢𝑇𝑇(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )𝑅𝑅0𝑢𝑢(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )

                                     (2.27. c) 

According to (2.27), the stability of the system is related to the computed 

input control, wherein the necessary and sufficient conditions are obtained after 

the reformulation of the studied system to a convex problem, based on the 

optimization min-max method; by including the constraints and undesirable inputs 

in the cost function using the Quadratic Lyapunov function. To guarantee that the 

proposed control scheme is able to stabilize the closed loop systems. 

II.3.2.2.3 The Guarantees of the Stability of Robust Predictive Control 

The stability of the closed loop system is hardly ensured when designing an 

off-line predictive controller; where tuning the parameters in the problem 

formulation is quite a solution for this issue. This solution is a nominal stability, 

that is only valid in case of healthy systems without any constraints or undesirable 

inputs, which is not the case in real and recent applications. However, the 

dynamic performances are very sensitive and challenging concerning the stability 

using predictive control scheme, which is being more challenging for on-line 

reconfiguration mechanism in case affected by undesirable events and existing 

imposed constraints. Based on the discussion in (Maciejowski,2002) about the 

influence of some features of using the optimization min-max method over an 

infinite horizon with constraints; we present the following concepts as relevant 

points to ensure stability of systems using predictive control. 

A.  Do the Constraints Support or Destroy the Stability?   

According to the study of (Maciejowski,2002), to achieve forces the state 

variables to take a specific value at the end of the prediction horizon, using a 

stabilizable control scheme is done by adding some terminal constraints. The 
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controller stabilizes the constrained system by deriving some sufficient conditions 

by optimizes the cost function over infinite horizon using Lyapunov function. 

B. Infinite Horizons of MPC and Stability 

This concept is also analyzed by (Maciejowski,2002) derived from existed 

works. The differences are about the obtained solution in optimization problems, 

whether using an infinite or a finite horizon. The main difference concerns the 

obtained optimal solution that is computed from the optimization problem. The 

result over infinite horizon is the same as the performed optimal trajectory from 

the start; while in the case of finite horizon, the new computed optimal solution 

over a new finite horizon is completely different from the one computed at the 

earlier step according to (Maciejowski,2002); where he shows a particular case for 

which closed-loop stability can be established despite the use of a finite horizon. 

For a complete stability concept, a stabilizable controller is performed from 

the optimization problem using necessary conditions based the Lyapunov 

function. However, the stability that is based on Lyapunov function is the ability 

of the designed controller to carry on the system to the equilibrium point. The next 

definition approaches the concept of stability as: 

- The equation 𝑥𝑥(𝑘𝑘 + 1) = 𝑓𝑓�𝑥𝑥(𝑘𝑘),𝑢𝑢(𝑘𝑘)� has an equilibrium point (fixed 

value) at state 𝑥𝑥0 and input 𝑥𝑥0 = 𝑓𝑓(𝑥𝑥0,𝑢𝑢0). 

- According to the definition of (Maciejowski,2002), for the nonlinear 

system, one has to consider the stability of a particular equilibrium 

point, rather than the system. (Some equilibria may be stable, others 

unstable). In the sense of Lyapunov, an equilibrium point (𝑥𝑥0,𝑢𝑢0) is 

stable if a small perturbation of the state or input results in a continuous 

perturbation of the subsequent state and input trajectories. More 

precisely, given any 𝜀𝜀 > 0, there is 𝛽𝛽 > 0 (which depends on 𝜀𝜀 > 0 and 

the system) such that if ‖[𝑥𝑥0𝑇𝑇 , 𝑢𝑢0𝑇𝑇]‖ < 𝜀𝜀 then  ‖[𝑥𝑥𝑘𝑘𝑇𝑇 , 𝑢𝑢𝑘𝑘𝑇𝑇]‖ < 𝛽𝛽, for all 

𝑘𝑘 > 0. Then we can say that the system is Asymptotically Stable if 
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‖[𝑥𝑥𝑘𝑘𝑇𝑇 , 𝑢𝑢𝑘𝑘𝑇𝑇]‖ → 0 𝑎𝑎𝑎𝑎 𝑘𝑘 → ∞. Extension of this notion to closed loop 

system with feedback control law is presented in Lyapunov definition. 

- Lyapunov’s Theorem: 

If there is a function 𝑉𝑉(𝑥𝑥,𝑢𝑢) which is positive-definite, namely such that 

𝑉𝑉(𝑥𝑥, 𝑢𝑢) ≥ 0 and 𝑉𝑉(𝑥𝑥,𝑢𝑢) = 0 only if (𝑥𝑥,𝑢𝑢) = (𝑥𝑥0,𝑢𝑢0) and has the 

decreasing property along any trajectory for 𝑥𝑥(𝑘𝑘 + 1) = 𝑓𝑓�𝑥𝑥(𝑘𝑘),𝑢𝑢(𝑘𝑘)� as 

follows: 

 ‖[𝑥𝑥𝑖𝑖+1𝑇𝑇 , 𝑢𝑢𝑖𝑖+1𝑇𝑇]‖ < ‖[𝑥𝑥𝑖𝑖𝑇𝑇 , 𝑢𝑢𝑖𝑖𝑇𝑇]‖ ⟹  𝑉𝑉(𝑥𝑥𝑖𝑖+1,𝑢𝑢𝑖𝑖+1) ≤ 𝑉𝑉(𝑥𝑥𝑖𝑖, 𝑢𝑢𝑖𝑖), for 𝑖𝑖 > 0     

Then (𝑥𝑥0,𝑢𝑢0) is a stable equilibrium point. If, in addition 𝑉𝑉(𝑥𝑥(𝑘𝑘),𝑢𝑢(𝑘𝑘)) →

0 𝑎𝑎𝑎𝑎 𝑘𝑘 → ∞. The closed loop system is Asymptotically Stable. 

Based on the previous concepts, (Kothare,1996) proposed sufficient and 

necessary conditions to compute a feasible solution, that can stabilize an 

uncertainty system, which is reformulated from the beginning to a convex 

problem without constraints, and optimized through min-max formulation in 

terms of LMIs. The obtained conditions are presented as follows: 

𝑚𝑚𝑚𝑚𝑚𝑚
𝛾𝛾,𝑃𝑃 

𝛾𝛾                                                                                                              (2.28. 𝑎𝑎) 

� 1 𝑥𝑥𝑇𝑇 (𝑘𝑘 𝑘𝑘)⁄
𝑥𝑥 (𝑘𝑘 𝑘𝑘)⁄ 𝑄𝑄 � > 0                                                                         (2.28. 𝑏𝑏) 

⎣
⎢
⎢
⎢
⎡ 𝑄𝑄 (𝐴𝐴𝑖𝑖𝑄𝑄 − 𝐵𝐵𝑖𝑖𝑌𝑌)𝑇𝑇 𝑄𝑄𝑇𝑇𝑄𝑄0

1
2� 𝑌𝑌𝑇𝑇𝑅𝑅0

1
2�

(𝐴𝐴𝑖𝑖𝑄𝑄 − 𝐵𝐵𝑖𝑖𝑌𝑌) 𝑄𝑄 0 0
𝑄𝑄0

1
2� 𝑄𝑄 0 𝛾𝛾𝛾𝛾 0

𝑅𝑅0
1
2� 𝑌𝑌 0 0 𝛾𝛾𝛾𝛾 ⎦

⎥
⎥
⎥
⎤

  ≥ 0              (2.28. 𝑐𝑐) 

II.3.3 Validity of the Robust Stable Predictive Control for Constrained 

Hybrid Systems using Fault-Tolerant Control  

Over the last parts we presented different approaches for optimization of 

predictive control. The constrained HS with undesirables’ associated inputs is not 
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thoroughly investigated in this chapter, since it requires an in-depth synthesis to 

deal with many aspects in one approach.  

Therefore, to answer the question of the validity of using robust predictive 

control in terms of LMIs for faulty HS with undesirable associated inputs and 

constraints, the next chapter tries to raise the design of AFTC scheme in different 

stages and cases of faults.   

II.4 Conclusion 

In this chapter, the necessary concepts were presented as keys for designing 

a robust reliable AFTC scheme; in additions to an overview on the predictive 

control theory. Different phases to compute the input control using a specific cost 

function and prediction model were analyzed, for nominal cases, defined 

parameters and basic conditions. This was preceded by a description of the main 

stages and steps to design a reliable active fault tolerant control for hybrid and 

complex systems, where an elaboration of undesirable associated inputs, fault 

diagnosis scheme and controller’s strategies concepts are introduced. These 

controllers, in this thesis, are namely a predictive control using optimization 

approaches based on min-max formulation in term of LMIs. 



Part II 
 
 
 
 

Optimal Fault Tolerant Control Based on 
Predictive Control Theory of Constrained  

Hybrid Systems 



Chapter III 
Robust Optimal Active Fault Tolerant Predictive Control for Hybrid 
Systems with Time-Delay: Theoretical Results 

 

 

In this chapter, based on the main results in our published works, the existence of 

optimal and near-optimal controls for the hybrid systems control problem are established 

with constraints and undesirable associated inputs (time-delay and faults), by passing from 

fault diagnosis to the robust fault tolerant control based on predictive control theory. First, 

an optimization framework based on model predictive control combined with an observer is 

presented, as a coupled observer-MPC as an online approach to define necessary conditions 

for the computation of optimal solution. Therefore, the proposed HFTPC control design is 

presented in terms of LMIs, by deriving these conditions to ensure the robust stability of the 

overall closed-loop hybrid system, that are composed of estimated state and estimation error 

dynamics. Furthermore, the stability and robustness are ensured and derived from a less 

conservative theoretical results in terms of LMIs by using a Lyapunov-Krasovoskii 

candidate function, to satisfy the required performances that underlie the cost function 

associated with the minimization problem “min-max method”. Then, aiming to show the 

outperformance of the proposed HFTPC compared to a standard quadratic programming 

method (QP) with MPC in actuators/sensors fault scenarios, the QP is used to derive a 

reliable algorithm for fault diagnosis and fault-tolerant control to define stabilizable optimal 

control law. Reported simulation results show the effectiveness of the proposed approach. 
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III.1 Introduction

In our best knowledge, dealing with faults occurring and time-delay issues 

at the same time for some classes of HS is not raised in the literature. Thus, the fault 

tolerant predictive control for hybrid systems with time-delay was not investigated 

until now. In this chapter, a new insight is presented to compute the optimal control; 

two schemes have been proposed for fault-tolerant based on predictive control 

theories, that combined with the state observer of the continuous dynamic, known 

as coupled observer-MPC as an online approach to guarantee the observability 

conditions (Zahaf,2017). Relying on this aspect, some different objectives designs 

are raised in this thesis, the obtained results are presented for different cases: time 

delay, actuators faults, sensors failures and for both issues. Mainly, we converted 

the studied system to an augmented problem using the states variables and output 

tracking error variables of the original process. Besides, the computation of the 

proposed optimal control design is based on min-max optimization criterion in 

terms of LMIs; in which, two control schemes are combined. The first is a robust 

MPC investigated to cope with time-delay, and the second component is introduced 

to deal with faults occurring (actuators, sensors and process faults) and external 

disturbances; that allowed implementing a reliable control scheme of the dynamic 

system, the proposed control design is a Hybrid Fault-Tolerant Predictive Control 

(HFTPC) (Zahaf,2020), which does not only guarantee the convergence and tracking 

performances of the system, but also offers more degrees of freedom to design the 

controller. However, the Lyapunov-Krasovskii (L-K) theory is employed to manage 

the time-varying delays, due to its ability to reflect the original state-space system. 

In addition, less conservatism on stability conditions, in terms of LMIs, is obtained 

to synthesize the controller and then the computation of the optimal solution, to 

guarantee the robust asymptotical stability of the constrained closed-loop system. 

These conditions are obtained by the minimization of the studied problem subjected 

to specific constraints at each sampling instant; then, the control action is computed 

by solving an online constrained optimization problem (OCOP) that minimizes the 

upper bound of the “worst-case” performance index, in terms of LMIs. In order to 
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highlight the efficiency of the proposed HFTPC approach, we present the classical 

optimization method of model predictive control “QP” to compute a feasible 

solution as a comparison study in the next chapter. 

Therefore, this chapter is divided into four sub-sections. In the first part, 

preliminaries and definitions are presented. Then, the next part is devoted to the 

study of the observability concept for hybrid systems based on coupled observer-

predictive control theory in terms of LMIs. The third section shows the proposed 

approach of fault-tolerant based model predictive control for HS using QP 

optimization techniques. A conclusion ends this chapter, which is preceded by a 

presentation of the obtained results for fault-tolerant predictive control with 

constraints for delayed hybrid systems in term of LMIs; while the robustness is 

ensured based on less conservative conditions derived from the min-max 

optimization problem using Lyapunov’s functions. 

III. 2 Background and Preliminaries  

In this section, some concepts and definitions of relevant dynamics models 

are presented. In which the state space representation is obtained from an 

appropriate modelling approach, depending on the nature and the category of the 

system. So, the problem formulation and the proposed control approaches raised in 

this chapter are set up for the classes of discrete-time hybrid systems. Basically, we 

define the following healthy discrete-time hybrid system in the ideal behavior case: 

�
𝑥𝑥(𝑘𝑘 + 1, 𝑗𝑗) = 𝐴𝐴(𝑘𝑘,𝑗𝑗)𝑥𝑥(𝑘𝑘, 𝑗𝑗)  + 𝐵𝐵(𝑘𝑘,𝑗𝑗)𝑢𝑢(𝑘𝑘, 𝑗𝑗)
𝑦𝑦(𝑘𝑘, 𝑗𝑗) = 𝐶𝐶(𝑘𝑘,𝑗𝑗)𝑥𝑥(𝑘𝑘, 𝑗𝑗)                                     
𝜎𝜎(𝑘𝑘) = 𝜂𝜂�𝑥𝑥(𝑘𝑘, 𝑗𝑗),𝑢𝑢(𝑘𝑘, 𝑗𝑗)�                            

                                                       (3.1) 

Where 𝑘𝑘 𝑎𝑎𝑎𝑎𝑎𝑎 𝑗𝑗 are time step and sub-system index; 𝐴𝐴(𝑘𝑘,𝑗𝑗),𝐵𝐵(𝑘𝑘,𝑗𝑗) 𝑎𝑎𝑎𝑎𝑎𝑎 𝐶𝐶(𝑘𝑘,𝑗𝑗) are 

state matrices of sub-systems j, 𝑥𝑥(𝑘𝑘, 𝑗𝑗) ∈ S𝑛𝑛, 𝑢𝑢(𝑘𝑘, 𝑗𝑗) ∈ S1,  and 𝑦𝑦(𝑘𝑘, 𝑗𝑗) ∈ S1 denote the 

state, input and output of the HS at time step 𝑘𝑘 for the 𝑗𝑗𝑡𝑡ℎ subsystem, 𝜎𝜎(𝑘𝑘) represents 

the general transition “switching” function for some classes of HS. 

In real applications, HS in (3.1) is a representation of variety of hybrid 

systems, it can be MIMO or MISO paradigms, with logical rules for the discrete 

dynamic. 
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For simple notation, (3.1) can be represented throughout this thesis as follow: 

�
𝑥𝑥(𝑘𝑘 + 1) = 𝐴𝐴𝑗𝑗𝑥𝑥(𝑘𝑘)  + 𝐵𝐵𝑗𝑗𝑢𝑢(𝑘𝑘)
𝑦𝑦(𝑘𝑘) = 𝐶𝐶𝑗𝑗𝑥𝑥(𝑘𝑘)                            
𝜎𝜎(𝑘𝑘) = 𝜂𝜂�𝑥𝑥(𝑘𝑘, 𝑗𝑗),𝑢𝑢(𝑘𝑘, 𝑗𝑗)�       

                                                                           (3.2) 

Where, the classical feedback control law is defined as: 

𝑢𝑢(𝑘𝑘) = 𝐾𝐾𝑗𝑗𝑥𝑥(𝑘𝑘)                                                                                                        (3.3) 

Definition 3.1. 

Based on our description of HS in chapter one, the transition function σ(k) 

between sub-systems is according to the studied framework of hybrid system.   

Based on real control applications, in many cases, it is not often that (3.3) is 

able to deal with the undesirable associated inputs at reasonable time, due to 

incapability of the system to identify the outputs variables in the feedback channel. 

To compensate this issue, a reconfiguration of the output states is widely used in 

control theory based on the concept of state estimation. To estimate unmeasurable 

states or unknown variables, several conditions are proposed to build a reliable 

observer, that has the ability to estimate an approximate state values that are 

required for computing the control input.   

On that wise, we try to design a control law for system (3.2), in order to 

compensate the faults effects, provide a stable trajectory tracking for the state 

variables and eliminate the undesirable influences of unknown inputs. Thus, to 

estimate the state in the feedback channel, an observer is designed for the uncertain 

hybrid discrete-time system as: 

�
𝑥𝑥�(𝑘𝑘 + 1) = 𝐴𝐴𝑗𝑗𝑥𝑥�(𝑘𝑘) + 𝐵𝐵𝑗𝑗𝑢𝑢(𝑘𝑘) + 𝐿𝐿�𝑦𝑦(𝑘𝑘) − 𝑦𝑦�(𝑘𝑘)�
𝑦𝑦�(𝑘𝑘) = 𝐶𝐶𝑗𝑗𝑥𝑥�(𝑘𝑘)                                                      

                                         (3.4) 

Where, the control estimation to be generated on the controller side is: 

𝑢𝑢(𝑘𝑘) = 𝐾𝐾𝑗𝑗𝑥𝑥�(𝑘𝑘) = 𝐹𝐹𝑗𝑗𝐺𝐺−1𝑥𝑥�(𝑘𝑘)                                                                                (3.5) 

Through this manuscript the error dynamics are defined as: 

𝑒𝑒(𝑘𝑘) = 𝑥𝑥(𝑘𝑘) − 𝑥𝑥�(𝑘𝑘)                                                                                               (3.6) 

From (3.2), (3.4) and using (3.5), (3.6), a classical problem formulation is 

obtained in (3.7),  
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�
𝑥𝑥�(𝑘𝑘 + 1) = (𝐴𝐴𝑗𝑗 + 𝐵𝐵𝑗𝑗𝐾𝐾𝑗𝑗)𝑥𝑥�(𝑘𝑘) + 𝐿𝐿𝐶𝐶𝑗𝑗𝑒𝑒(𝑘𝑘)
𝑦𝑦�(𝑘𝑘) = 𝐶𝐶𝑗𝑗𝑥𝑥�(𝑘𝑘)                                               
𝑒𝑒(𝑘𝑘 + 1) = (𝐴𝐴𝑗𝑗 − 𝐿𝐿𝐶𝐶𝑗𝑗)𝑒𝑒(𝑘𝑘)                      

                                                        (3.7) 

The obtained problem in (3.7) is implemented in many studies for a 

reconfiguration mechanism based on the results in (Kalman,1960; 

Luenberger,1971); in which in the next section, it is used to provide necessary 

conditions for the reconstruction of the uncertainties of the hybrid systems.    

Assumption 3.1. 

The pair of each subsystem (𝐴𝐴(𝑘𝑘,𝑗𝑗),𝐵𝐵(𝑘𝑘,𝑗𝑗)) is completely controllable and the pair 
(𝐴𝐴(𝑘𝑘,𝑗𝑗),𝐶𝐶(𝑘𝑘,𝑗𝑗)) is completely observable if and only if the set (𝐾𝐾(𝑘𝑘,𝑗𝑗), 𝐿𝐿) is stabilizable. 

To be more precise, the values of the discrete dynamic is not predicted, thus 

the following assumption is useful. 

Assumption 3.2 

The future values of the discrete dynamic function 𝜎𝜎(𝑘𝑘) (the General transition 

”Switching” function for different framework of HS) cannot be predicted; however, 

its instantaneous value is known. 

In order to optimize and compute the optimal control input based on robust 

predictive control theory, we consider the following problem by minimizing the 

given objective function in an infinite horizon as follows: 

𝑚𝑚𝑚𝑚𝑚𝑚
𝑢𝑢(𝑘𝑘+𝑖𝑖 𝑘𝑘⁄ )

𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖>0

𝐽𝐽∞ (𝑘𝑘)                                                                           (3.8. a) 

𝐽𝐽∞(𝑘𝑘) = � [𝑋𝑋(𝑘𝑘 + 𝑖𝑖) + 𝑈𝑈(𝑘𝑘 + 𝑖𝑖)]
∞

𝑖𝑖=0
                                       (3.8. b) 

�𝑋𝑋
(𝑘𝑘 + 𝑖𝑖) = 𝑥𝑥𝑇𝑇(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )𝑄𝑄0𝑥𝑥(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )

𝑈𝑈(𝑘𝑘 + 𝑖𝑖) = 𝑢𝑢𝑇𝑇(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )𝑅𝑅0𝑢𝑢(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )                                    (3.8. c) 

 
The motivation to use (3.8) is related to the min-max problem known as a 

solution of the global optimization problem, and is translated from the optimization 

of the worst case scenario. In fact, the worst case is defined as a maximum in the 
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uncertain space and the optimal design corresponds to the minimum of all the 

maxima in the design space. Moreover, the maximization is over the set 

Ω1 and  set Ω2 , and corresponds to choosing that time-varying space [𝐴𝐴(𝑘𝑘 +

 𝑖𝑖)  𝐵𝐵(𝑘𝑘 +  𝑖𝑖)] ∈ 𝛺𝛺1,   𝑎𝑎𝑎𝑎𝑎𝑎  �𝐴𝐴 + 𝐵𝐵𝑝𝑝∆𝐶𝐶𝑞𝑞  𝐵𝐵 + 𝐵𝐵𝑝𝑝∆𝐷𝐷𝑞𝑞𝑞𝑞� ∈ 𝛺𝛺2, 𝑖𝑖 ≥ 0., which, if used as a 

‘model’ for predictions (where Ω1 is a healthy time-varying space and Ω2 is faulty 

time-varying space). Would lead to the largest or “worst-case” value of 𝐽𝐽∞(𝑘𝑘) (Upper 

bound) among all plants in Ω1 and Ω2. In this manuscript, we proposed a control 

scheme by using (3.8) in order to designate the optimal solution. As a result, we 

address the studied problem by first deriving an upper bound on the robust 

performance objective, where derivation of the upper bound considers a quadratic 

function. Then, we minimize this upper bound with the proposed control law in 

worst-case at each sampling time k, by converting the studied problem to a convex 

optimization problem in terms of linear matrix inequalities (LMIs). Further details 

are found in (khothare,1996). 

The guaranteed cost function 𝐽𝐽(𝑘𝑘) related to the Lyapunov function is 

obtained, if the following stability is satisfied:  

𝑉𝑉�𝑥𝑥(𝑘𝑘 + 𝑖𝑖 + 1/𝑘𝑘)� − 𝑉𝑉�𝑥𝑥(𝑘𝑘 + 1/𝑘𝑘)� ≤ −[𝑋𝑋(𝑘𝑘 + 𝑖𝑖) + 𝑈𝑈(𝑘𝑘 + 𝑖𝑖)]             (3.9) 

The objective cost function (3.8.c) is related to the required performances 

objectives to achieve the optimality solution, in addition of the dynamic framework 

for each studied system.  

III.3 Observer-Based Model Predictive Control for Hybrid Systems 

The concept of observability is a very sensitive criterion, that involves the 

computation of a feasible solution, based on provided sufficient and necessary 

conditions using model predictive control strategy. Thus, to obtain predicted 

(estimated) states from a predictive controller require a full inference of the output 

behavior of the closed loop system; which is not the case for several applications. We 

have discussed in chapter one and chapter two the significant impact of the 

observability for both aspects: robust control of closed loop and diagnosis stage for 

fault tolerant control for wide classes of HS. 
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An observer-based robust model predictive control scheme is devoted in this 

section, to present necessary conditions in terms of LMIs, using the estimation of 

uncertain states of sub-systems for HS. The idea of this approach is deriving 

necessary and sufficient conditions to designate the optimal control based on one 

observer for p sub-systems of HS (Zahaf,2017). In order to be extended later for the 

case that the time-delay is introduced and faults occurring. 

Similar concept for designing a robust controller set up on state observer 

based on robust model predictive control is presented recently for switched systems 

(Hosseini-Pishrobat,2018; Khan,2019; Taghieh,2020), to derive necessary and 

sufficient conditions to compute the controller gain. 

 In order to have a full knowledge of the output behavior, the concept of 

involving an observer state was proposed (Zahaf,2017) to enhance the uncertain 

optimization problem associated with the robust constrained model predictive 

control, subject to the variations of transition rules for HS and unmeasurable states 

for sub-systems.  

Therefore, we recall the system in (3.7), that can be expressed as:  

�
𝑥𝑥�(𝑘𝑘 + 1) = (𝐴𝐴𝑗𝑗 + 𝐵𝐵𝑗𝑗𝐾𝐾𝑗𝑗)𝑥𝑥�(𝑘𝑘) + 𝐿𝐿𝐶𝐶𝑗𝑗𝑒𝑒(𝑘𝑘)
𝑒𝑒(𝑘𝑘 + 1) = (𝐴𝐴𝑗𝑗 − 𝐿𝐿𝐶𝐶𝑗𝑗)𝑒𝑒(𝑘𝑘)  (3.10) 

To present unified representation of the previous system, the augmented 
problem and dynamic errors is constructed on the following extended state-space 
model: 

𝑥𝑥�(𝑘𝑘 + 1) = 𝐴̃𝐴(𝑘𝑘)𝑥𝑥�(𝑘𝑘)                                                                                          (3.11) 

It follows that the representation of the system with the augmented state-

space model must now be solved, using an algorithm that satisfies the constraints. 

Where The new system can be described as follows: 

𝑥𝑥�(𝑘𝑘) = [𝑥𝑥�𝑇𝑇(𝑘𝑘) 𝑒𝑒𝑇𝑇(𝑘𝑘) 𝑥𝑥�𝑇𝑇(𝑘𝑘 − 1) 𝑒𝑒𝑇𝑇(𝑘𝑘 − 1)]𝑇𝑇  (3.12. a) 

𝐴̃𝐴(𝑘𝑘) =

⎣
⎢
⎢
⎢
⎡𝐴̃𝐴1(𝑘𝑘)
𝐴̃𝐴2(𝑘𝑘)
𝐴̃𝐴3(𝑘𝑘)
𝐴̃𝐴4(𝑘𝑘)⎦

⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎡
(𝐴𝐴𝑗𝑗 + 𝐵𝐵𝑗𝑗𝐾𝐾𝑗𝑗) 𝐿𝐿𝐶𝐶𝑗𝑗 0𝑛𝑛 0𝑛𝑛

0𝑛𝑛 (𝐴𝐴𝑗𝑗 − 𝐿𝐿𝐶𝐶𝑗𝑗) 0𝑛𝑛 0𝑛𝑛
𝐼𝐼𝑛𝑛 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛
0𝑛𝑛 𝐼𝐼𝑛𝑛 0𝑛𝑛 0𝑛𝑛⎦

⎥
⎥
⎤
  (3.12. b) 
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𝑥𝑥�(𝑘𝑘 + 1) = 𝐴̃𝐴1(𝑘𝑘)𝑥𝑥�(𝑘𝑘),          𝑒𝑒(𝑘𝑘 + 1) = 𝐴̃𝐴2(𝑘𝑘)𝑥𝑥�(𝑘𝑘)
𝑥𝑥�(𝑘𝑘) = 𝐴̃𝐴3(𝑘𝑘)𝑥𝑥�(𝑘𝑘),                        𝑒𝑒(𝑘𝑘) = 𝐴̃𝐴4(𝑘𝑘)𝑥𝑥�(𝑘𝑘),

                             (3.12. c) 

The Eq. (3.10) is the novel state-space model that includes the state variables 

and the dynamic errors of process. That allow to enhance the control of the dynamic 

response of the system and manage the dynamic errors. This feature will be used to 

design the proposed controller, that does not only have guarantees the convergence 

and tracking performances, but also increases degrees of freedom compared with 

conventional fault-tolerant control approach. 

So as to achieve less conservatism of the LMIs formulation and avoid the 

problem of Bi-Linearity, Assumption 3.1 is a useful tool. 

Assumption 3.3.  

For any matrices W, V and a symmetric matrix Z > 0, the following statements 

are equivalent and hold:  

 1.    (𝑊𝑊 + 𝑉𝑉)𝑇𝑇𝑍𝑍(𝑊𝑊 + 𝑉𝑉) > 0                                                                        (3.13. a) 

2.   −𝑊𝑊𝑇𝑇𝑍𝑍𝑍𝑍 − 𝑉𝑉𝑇𝑇𝑍𝑍𝑍𝑍 < 2(𝑊𝑊𝑇𝑇𝑍𝑍𝑍𝑍 + 𝑉𝑉𝑇𝑇𝑍𝑍𝑍𝑍)                                           (3.13.b) 

Proof:  

(𝑊𝑊 + 𝑉𝑉)𝑇𝑇𝑍𝑍(𝑊𝑊 + 𝑉𝑉) > 0 ⟹       𝑊𝑊𝑇𝑇𝑍𝑍𝑍𝑍 + 𝑉𝑉𝑇𝑇𝑍𝑍𝑍𝑍 + (𝑊𝑊𝑇𝑇𝑍𝑍𝑍𝑍 + 𝑉𝑉𝑇𝑇𝑍𝑍𝑍𝑍) > 0 

−𝑊𝑊𝑇𝑇𝑍𝑍𝑍𝑍 − 𝑉𝑉𝑇𝑇𝑍𝑍𝑍𝑍 < (𝑊𝑊𝑇𝑇𝑍𝑍𝑍𝑍 + 𝑉𝑉𝑇𝑇𝑍𝑍𝑍𝑍) 

To be sure that inequality is always verified and the first term is always 

bound, we can write: 

−𝑊𝑊𝑇𝑇𝑍𝑍𝑍𝑍 − 𝑉𝑉𝑇𝑇𝑍𝑍𝑍𝑍 < α (𝑊𝑊𝑇𝑇𝑍𝑍𝑍𝑍 + 𝑉𝑉𝑇𝑇𝑍𝑍𝑍𝑍),    𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒    𝛼𝛼 >  1  to be determined 

Note 3.1: 

In (Zahaf,2017) we take 𝛼𝛼 = 2. 

In order to optimize and compute the optimal observer gain and the optimal 

control based on robust predictive control scheme, we recall the cost function (3.8.a) 

and (3.8.b) which minimize the given objective cost function in an infinite horizon 

as follows: 
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�𝑋𝑋
(𝑘𝑘 + 𝑖𝑖) = 𝑥𝑥�𝑇𝑇(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )𝑄𝑄0𝑥𝑥�(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )

𝑈𝑈(𝑘𝑘 + 𝑖𝑖) = 𝑢𝑢𝑇𝑇(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )𝑅𝑅0𝑢𝑢(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )  (3.14) 

An estimation of uncertain states for some classes of hybrid system is 

proposed, the observer gain is obtained by optimizing the set of LMIs in Theorem 

3.1. 

The main results are presented in the next theorems; 

Theorem 3.1.1: 

Given 𝛾𝛾 > 0, the robust state observer (3.4) for the HS defined by (3.2) is able to 

stabilize the estimated state of hybrid system; if there exists a positive define matrix 

𝑄𝑄 > 0; 𝐻𝐻,𝐹𝐹𝑗𝑗  𝑎𝑎𝑎𝑎𝑎𝑎 𝐺𝐺 satisfying the following LMIs: 

𝑚𝑚𝑚𝑚𝑚𝑚
𝑄𝑄,𝐹𝐹𝑗𝑗,𝐺𝐺,𝐻𝐻

𝛾𝛾   (3.14. a) 

Subject to 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡𝐺𝐺

𝑇𝑇𝐴̃𝐴3𝑇𝑇 + 𝐴̃𝐴3𝐺𝐺 − 𝑃𝑃−1 ∗ ∗ ∗ ∗
1
4

(𝐴𝐴𝑗𝑗𝐺𝐺 + 𝐵𝐵𝑗𝑗𝐹𝐹𝑗𝑗)𝐴̃𝐴3 𝑄𝑄 ∗ ∗ ∗
1
4
𝐻𝐻𝐴̃𝐴4 0𝑛𝑛 𝑄𝑄 ∗ ∗

𝑄𝑄0
1/2𝐴̃𝐴3𝐺𝐺 0𝑛𝑛 0𝑛𝑛 𝛾𝛾𝛾𝛾 ∗

𝑅𝑅0
1/2𝐹𝐹𝐴̃𝐴3 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 𝛾𝛾𝛾𝛾⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

< 0  (3.14. b) 

Where the observer gain is given by: 

𝐿𝐿 = 𝐻𝐻𝐺𝐺−1𝐶𝐶𝑗𝑗−1  (3.14. c) 

Based on theorem 3.1.1 the concept of the observability is guaranteed for 

hybrid systems (3.2), while the robust control law is given based on sufficient and 

necessary conditions provided by theorem 3.1.2 for the computation; in order to 

ensure the stability of each activated mode of the continuous dynamic and then the 

HS stability. The proof of theorem 3.1.1 has the same steps to follow for the proof of 

LMI (3.14.c) in theorem 3.1.2, with an appropriate mathematical reformulation; it 

will be mentioned in the following section, in order to avoid recurrence. 



Robust Fault Tolerant Optimal Predictive Control for Hybrid Systems with Time-Delay:  
Theoretical Results 

70 
 

Theorem 3.1.2 (Zahaf,2017):  

Consider the closed loop estimate system (3.10), where the input feedback 

controller is defined by (3.5), and based on the extended state observer, which meets 

the performance (3.4) to compute the hybrid optimal control problem. In that (3.10) 

is globally asymptotically stable if there exists a positive define matrix 𝑄𝑄 > 0; 

𝐿𝐿,𝐹𝐹𝑗𝑗  𝑎𝑎𝑎𝑎𝑎𝑎 𝐺𝐺 satisfying the following convex optimization problem: 

𝑚𝑚𝑚𝑚𝑚𝑚
𝑄𝑄,𝐹𝐹𝑗𝑗,𝐺𝐺,𝐿𝐿

𝛾𝛾                                                                                                          (3.15. a) 

Subject to 

� −1 𝑥𝑥𝑇𝑇 (𝑘𝑘 𝑘𝑘)⁄
𝑥𝑥 (𝑘𝑘 𝑘𝑘)⁄ 𝑄𝑄 � < 0                                                                      (3.15. b) 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡𝐺𝐺

𝑇𝑇𝐴̃𝐴3𝑇𝑇 + 𝐴̃𝐴3𝐺𝐺 − 𝑃𝑃−1 ∗ ∗ ∗ ∗
1
4

(𝐴𝐴𝑗𝑗𝐺𝐺 + 𝐵𝐵𝑗𝑗𝐹𝐹𝑗𝑗)𝐴̃𝐴3 𝑄𝑄 ∗ ∗ ∗
1
4
𝐿𝐿�𝐴̃𝐴4 0𝑛𝑛 𝑄𝑄 ∗ ∗

𝑄𝑄0
1/2𝐴̃𝐴3𝐺𝐺 0𝑛𝑛 0𝑛𝑛 𝛾𝛾𝛾𝛾 ∗

𝑅𝑅0
1/2𝐹𝐹𝐴̃𝐴3 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 𝛾𝛾𝛾𝛾⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

< 0                                  (3.15. c) 

�
𝑢𝑢𝑚𝑚𝑚𝑚𝑚𝑚2 𝐹𝐹𝑗𝑗
𝐹𝐹𝑗𝑗𝑇𝑇 𝐺𝐺𝑇𝑇 + 𝐺𝐺 − 𝑄𝑄

� < 0                                                                     (3.15. d) 

Proof: 

Let us recall the Lyapunov function candidate for the optimization problem 

described in (3.9); with Q > 0 to be determined. 

Taking the forward difference of V(k) as ∆𝑉𝑉(𝑘𝑘) = 𝑉𝑉(𝑘𝑘 + 1) − 𝑉𝑉(𝑘𝑘), and with 

respect to time along the trajectory of the system, (3.10) yields: 

𝑉𝑉(𝑥𝑥� (𝑘𝑘 + 1 𝑘𝑘)) −⁄ 𝑉𝑉(𝑥𝑥� (𝑘𝑘 𝑘𝑘))⁄

≤ −��𝑥𝑥�𝑇𝑇(𝑘𝑘 𝑘𝑘⁄ )𝑄𝑄0𝑥𝑥�(𝑘𝑘 𝑘𝑘⁄ )� + �𝑢𝑢𝑇𝑇(𝑘𝑘 𝑘𝑘⁄ )𝑅𝑅0𝑢𝑢(𝑘𝑘 𝑘𝑘⁄ )��                       (3.16. a) 

That can be written as: 

[𝑥𝑥�𝑇𝑇 (𝑘𝑘 + 1 𝑘𝑘)⁄ 𝑃𝑃𝑥𝑥� (𝑘𝑘 + 1 𝑘𝑘)⁄ ] − [𝑥𝑥�𝑇𝑇 (𝑘𝑘 𝑘𝑘)⁄ 𝑃𝑃𝑥𝑥� (𝑘𝑘 𝑘𝑘)⁄ ]  

< −��𝑥𝑥�𝑇𝑇(𝑘𝑘 𝑘𝑘⁄ )𝑄𝑄0𝑥𝑥�(𝑘𝑘 𝑘𝑘⁄ )� + �𝑢𝑢𝑇𝑇(𝑘𝑘 𝑘𝑘⁄ )𝑅𝑅0𝑢𝑢(𝑘𝑘 𝑘𝑘⁄ )��                       (3.16. b) 

With substitution of 𝑥𝑥�(𝑘𝑘 + 1 𝑘𝑘⁄ )  by (3.10) and 𝑢𝑢(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )  by (3.5) we obtain: 
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�((𝐴𝐴𝑗𝑗 + 𝐵𝐵𝑗𝑗𝐾𝐾𝑗𝑗�𝑥𝑥� (𝑘𝑘 𝑘𝑘)⁄ + 𝐿𝐿𝐶𝐶𝑗𝑗𝑒𝑒(𝑘𝑘))𝑇𝑇𝑃𝑃((𝐴𝐴𝑗𝑗 + 𝐵𝐵𝑗𝑗𝐾𝐾𝑗𝑗)𝑥𝑥� (𝑘𝑘 𝑘𝑘)⁄ + 𝐿𝐿𝐶𝐶𝑗𝑗𝑒𝑒(𝑘𝑘))

− [𝑥𝑥�𝑇𝑇 (𝑘𝑘 𝑘𝑘)⁄ 𝑃𝑃𝑥𝑥� (𝑘𝑘 𝑘𝑘)⁄ ]]  < −𝑥𝑥�𝑇𝑇(𝑘𝑘 𝑘𝑘⁄ )[𝑄𝑄0 + 𝐾𝐾𝑗𝑗𝑇𝑇𝑅𝑅0𝐾𝐾𝑗𝑗]𝑥𝑥�(𝑘𝑘 𝑘𝑘⁄ )     (3.16. c) 

That will be : 

((𝐴𝐴𝑗𝑗 + 𝐵𝐵𝑗𝑗𝐾𝐾𝑗𝑗)𝐴̃𝐴3 + 𝐿𝐿𝐶𝐶𝑗𝑗𝐴̃𝐴4)𝑇𝑇𝑃𝑃((𝐴𝐴𝑗𝑗 + 𝐵𝐵𝑗𝑗𝐾𝐾𝑗𝑗)𝐴̃𝐴3 + 𝐿𝐿𝐶𝐶𝑗𝑗𝐴̃𝐴4) − 𝐴̃𝐴3𝑇𝑇𝑃𝑃𝐴̃𝐴3  

< −𝐴̃𝐴3𝑇𝑇𝑄𝑄0𝐴̃𝐴3 − 𝐴̃𝐴3𝑇𝑇𝐾𝐾𝑗𝑗𝑇𝑇𝑅𝑅0𝐾𝐾𝑗𝑗𝐴̃𝐴3                                                                 (3.16. d)  

We multiply in the left by 𝐺𝐺𝑇𝑇 and by 𝐺𝐺 in the right we get: 

𝐺𝐺𝑇𝑇𝐴̃𝐴3𝑇𝑇𝑃𝑃𝐴̃𝐴3𝐺𝐺 + ((𝐴𝐴𝑗𝑗𝐺𝐺 + 𝐵𝐵𝑗𝑗𝐹𝐹𝑗𝑗)𝐴̃𝐴3 + 𝐿𝐿𝐶𝐶𝑗𝑗𝐺𝐺𝐴̃𝐴4)𝑇𝑇𝑃𝑃((𝐴𝐴𝑗𝑗𝐺𝐺 + 𝐵𝐵𝑗𝑗𝐹𝐹𝑗𝑗)𝐴̃𝐴3 + 𝐿𝐿𝐶𝐶𝑗𝑗𝐺𝐺𝐴̃𝐴4)

+ 𝐺𝐺𝑇𝑇𝐴̃𝐴3𝑇𝑇𝑄𝑄0𝐴̃𝐴3𝐺𝐺 ∓ 𝐴̃𝐴3𝑇𝑇𝐹𝐹𝑗𝑗𝑇𝑇𝑅𝑅0𝐹𝐹𝑗𝑗𝐴̃𝐴3 < 0                                                      (3.17. a) 

The term 𝐺𝐺𝑇𝑇𝐴𝐴�3𝑇𝑇𝑃𝑃𝐴̃𝐴3𝐺𝐺, can be written as follows: 

�𝐺𝐺𝑇𝑇𝐴̃𝐴3𝑇𝑇 − 𝑃𝑃−1�𝑃𝑃�𝐴̃𝐴3𝐺𝐺 − 𝑃𝑃−1� ≥ 0 ⇒ 

𝐺𝐺𝑇𝑇𝐴̃𝐴3𝑇𝑇𝑃𝑃𝐴̃𝐴3𝐺𝐺 − 𝐺𝐺𝑇𝑇𝐴̃𝐴3𝑇𝑇𝑃𝑃𝑃𝑃−1 − 𝑃𝑃−1𝑃𝑃𝐴̃𝐴3𝐺𝐺 + 𝑃𝑃−1𝑃𝑃𝑃𝑃−1 ≥ 0  ⇔ 

𝐺𝐺𝑇𝑇𝐴̃𝐴3𝑇𝑇𝑃𝑃𝐴̃𝐴3𝐺𝐺 − 𝐺𝐺𝑇𝑇𝐴̃𝐴3𝑇𝑇 − 𝐴̃𝐴3𝐺𝐺 + 𝑃𝑃−1 ≥ 0 ⇔  𝐺𝐺𝑇𝑇𝐴̃𝐴3𝑇𝑇 + 𝐴̃𝐴3𝐺𝐺 − 𝑃𝑃−1 ≤ 𝐺𝐺𝑇𝑇𝐴̃𝐴3𝑇𝑇𝑃𝑃𝐴̃𝐴3𝐺𝐺                      

𝐺𝐺𝑇𝑇𝐴̃𝐴3𝑇𝑇 + 𝐴̃𝐴3𝐺𝐺 − 𝑃𝑃−1 ≤ 𝐺𝐺𝑇𝑇𝐴̃𝐴3𝑇𝑇𝑃𝑃𝐴̃𝐴3 𝐺𝐺                                          (3.17. b) 

We hold (3.17.b) in (3.17.a): 

𝐺𝐺𝑇𝑇𝐴̃𝐴3𝑇𝑇 + 𝐴̃𝐴3𝐺𝐺 − 𝑃𝑃−1 + ((𝐴𝐴𝑗𝑗𝐺𝐺 + 𝐵𝐵𝑗𝑗𝐹𝐹𝑗𝑗) + 𝐿𝐿𝐶𝐶𝑗𝑗𝑒𝑒(𝑘𝑘))𝑇𝑇𝑃𝑃((𝐴𝐴𝑗𝑗𝐺𝐺 + 𝐵𝐵𝑗𝑗𝐹𝐹𝑗𝑗) + 𝐿𝐿𝐶𝐶𝑗𝑗𝑒𝑒(𝑘𝑘)) + 𝐺𝐺𝑇𝑇𝑄𝑄0𝐺𝐺

+ 𝐹𝐹𝑗𝑗𝑇𝑇𝑅𝑅0𝐹𝐹𝑗𝑗 < 0                                                                                             (3.18. a) 

We replace 𝑃𝑃 = 𝛾𝛾𝑄𝑄−1 to the precedent inequality, we find: 

(𝐺𝐺𝑇𝑇𝐴̃𝐴3𝑇𝑇 + 𝐴̃𝐴3𝐺𝐺 − 𝑃𝑃−1)+((𝐴𝐴𝑗𝑗𝐺𝐺 + 𝐵𝐵𝑗𝑗𝐹𝐹𝑗𝑗)𝐴̃𝐴3 + 𝐿𝐿𝐶𝐶𝑗𝑗𝐺𝐺𝐴̃𝐴4)𝑇𝑇𝑃𝑃((𝐴𝐴𝑗𝑗𝐺𝐺 + 𝐵𝐵𝑗𝑗𝐹𝐹𝑗𝑗)𝐴̃𝐴3 + 𝐿𝐿𝐶𝐶𝑗𝑗𝐺𝐺𝐴̃𝐴4)

− 𝐺𝐺𝑇𝑇𝐴̃𝐴3𝑇𝑇𝑄𝑄0𝐴̃𝐴3𝐺𝐺 − 𝐴̃𝐴3𝑇𝑇𝐹𝐹𝑗𝑗𝑇𝑇𝑅𝑅0𝐹𝐹𝑗𝑗𝐴̃𝐴3 > 0                                                      (3.18. b) 

We put:  𝐿𝐿� = 𝐿𝐿𝐶𝐶𝑗𝑗𝐺𝐺 

Using the assumption 3.3 in this inequality we get: 

(𝐺𝐺𝑇𝑇𝐴̃𝐴3𝑇𝑇 + 𝐴̃𝐴3𝐺𝐺 − 𝑃𝑃−1)+1/2((𝐴𝐴𝑗𝑗𝐺𝐺 + 𝐵𝐵𝑗𝑗𝐹𝐹𝑗𝑗)𝐴̃𝐴3)𝑇𝑇𝑃𝑃((𝐴𝐴𝑗𝑗𝐺𝐺 + 𝐵𝐵𝑗𝑗𝐹𝐹𝑗𝑗)𝐴̃𝐴3)

+ 1/2(�𝐿𝐿�𝐴̃𝐴4�
𝑇𝑇
𝑃𝑃�𝐿𝐿�𝐴̃𝐴4�) + 𝐺𝐺𝑇𝑇𝐴̃𝐴3𝑇𝑇𝑄𝑄0𝐴̃𝐴3𝐺𝐺 + 𝐴̃𝐴3𝑇𝑇𝐹𝐹𝑗𝑗𝑇𝑇𝑅𝑅0𝐹𝐹𝑗𝑗𝐴̃𝐴3 < 0         (3.18. c) 

Using generalized Schur’s complement to (3.18.c), the LMI (3.15c) is obtained. 
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Note: 

To obtain the LMI (3.14.b) it is enough to replace the observer gain 𝐿𝐿 𝑏𝑏𝑏𝑏 𝐻𝐻𝐺𝐺−1𝐶𝐶𝑗𝑗−1 

in equation (3.18.b). 

- To determine LMI (3.15.b), we recall the closed-loop system in (3.10) and 

consider the following Lyapunov function candidate: 

𝑉𝑉(𝑥𝑥 (𝑘𝑘 𝑘𝑘))⁄ = 𝑥𝑥�𝑇𝑇 (𝑘𝑘 𝑘𝑘)⁄ 𝑃𝑃𝑥𝑥� (𝑘𝑘 𝑘𝑘)⁄                                                     (3.19. a) 

For the stability performance we recall (3.9), we have: 

𝑉𝑉(𝑥𝑥� (𝑘𝑘 + 𝑖𝑖 + 1 𝑘𝑘)) −⁄ 𝑉𝑉(𝑥𝑥� (𝑘𝑘 + 𝑖𝑖 𝑘𝑘))⁄ ≤ −[𝑋𝑋(𝑘𝑘 + 𝑖𝑖) + 𝑈𝑈(𝑘𝑘 + 𝑖𝑖)]  (3.19. b) 

−𝑉𝑉(𝑥𝑥� (𝑘𝑘 𝑘𝑘))⁄ ≤ −𝐽𝐽∞(𝑘𝑘)                                                                                 (3.19. c) 

We can write it: 

𝑚𝑚𝑚𝑚𝑚𝑚
𝐴𝐴𝑗𝑗,𝐵𝐵𝑗𝑗,𝑖𝑖>0

𝐽𝐽∞(𝑘𝑘) ≤ 𝑉𝑉(𝑥𝑥� (𝑘𝑘 𝑘𝑘))⁄ ≤ 𝛾𝛾                                                               (3.19. d) 

While the problem of minimization becomes 

𝑚𝑚𝑚𝑚𝑚𝑚
𝑄𝑄,𝐹𝐹𝑗𝑗,𝐺𝐺,𝐿𝐿 

𝛾𝛾                                                                                                              (3.19. e) 

With:   

𝑥𝑥�𝑇𝑇 (𝑘𝑘 𝑘𝑘)⁄ 𝑃𝑃𝑥𝑥� (𝑘𝑘 𝑘𝑘)⁄ ≤ 𝛾𝛾 ⇔ −𝛾𝛾 + 𝑥𝑥�𝑇𝑇 (𝑘𝑘 𝑘𝑘)⁄ 𝑃𝑃𝑥𝑥� (𝑘𝑘 𝑘𝑘)⁄ ≥ 0                    (3.20. a) 

Using Schur’s complement to (3.20.a), we get (3.15.b). 

- Next, we reformulate the input constraints in the LMI term, which is defined 

as follows: 

𝑢𝑢ℎ,𝑚𝑚𝑚𝑚𝑚𝑚 ≤ 𝑢𝑢ℎ(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ ) ≤ 𝑢𝑢ℎ,𝑚𝑚𝑚𝑚𝑚𝑚 ,

⇒  |𝑢𝑢ℎ(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )| ≤ 𝑢𝑢ℎ,𝑚𝑚𝑚𝑚𝑚𝑚 ,         𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖 ≥ 0,ℎ = 1,2, … ,𝑝𝑝         (3.21. a) 

Where :   𝑢𝑢𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑈𝑈, ‖𝑢𝑢(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )‖𝑚𝑚𝑚𝑚𝑚𝑚 ≜ 𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖

𝑢𝑢𝑖𝑖(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )                        (3.21. b) 

We can write:    

𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖>0

‖𝑢𝑢(𝑘𝑘)‖𝑚𝑚𝑚𝑚𝑚𝑚 ≥ 𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖>0

�𝐹𝐹𝑗𝑗𝐺𝐺−1𝑃𝑃𝑥𝑥�(𝑘𝑘)�
𝑚𝑚𝑚𝑚𝑚𝑚

                                           (3.21. c) 

We use again the LMI constraints, we obtain: 

�
−𝑢𝑢𝑚𝑚𝑚𝑚𝑚𝑚2 𝐹𝐹𝑗𝑗𝐺𝐺−1)

(𝐹𝐹𝑗𝑗𝐺𝐺−1)𝑇𝑇 𝑃𝑃
� > 0                                                                               (3.21. d) 

By using Congruence property with full rank matrix �𝐼𝐼 0
0 𝐺𝐺𝑇𝑇� gives: 
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�
𝑢𝑢𝑚𝑚𝑚𝑚𝑚𝑚2 𝐹𝐹𝑗𝑗
𝐹𝐹𝑗𝑗𝑇𝑇 𝐺𝐺𝑇𝑇 + 𝐺𝐺 − 𝑄𝑄

� < 0  (3.22) 

End of proof. 

The next algorithm summaries the steps of computing the optimal control based 

on sufficient and necessary conditions, by ensuring the stability of some classes of 

switched systems. 

Algorithm 3.1. 

Step 1: Initialize the model parameters by giving an admissible gain 𝐻𝐻(0). 

Step 2:  According to the general transition ”Switching” function, activate and 

apply the 𝑗𝑗𝑡𝑡ℎ sub-system. 

Step 3:  Solve the LMIs problem in Theorem 3.1.2 based on the optimal observer 

gain computed from theorem 3.1.1. 

Step 4: The feasibility of the problem results in robustly asymptotically stabilizing 

matrices K and L, 

Step 5: Update the transition function for the (𝑗𝑗𝑡𝑡ℎ + 1) sub-system if it exists, 

Step 6: Stop when the optimization problem (3.10), (cost function) results in 

robustly asymptotically stabilizing matrices K and L; Otherwise, let k=k+1 and go 

back to Step 3. 

 Has the observer (3.4) an Efficient Impact in Case of Faults Occurring?

It is not often possible in real time applications to avoid the undesirable

associated inputs. So, a reliable control scheme requires a full knowledge of the 

outputs behavior, which is not possible at all times. 

In several control approaches, the control law formed from the estimated 

state is employed in the optimization problem; especially for the reconfiguration 

mechanism stage, that is fundamentally based on the estimation and observability 

concepts. In this context, the previous proposed observer scheme based on (3.4) is 

not always valid for the case of faults occurring and introducing time-delay. 
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Therefore, in this thesis, to estimate a full state in the feedback channel, an 

observer with unknown input is designed for the faulty uncertain hybrid discrete-

time system, which is described as follow: 

�
𝑥𝑥�(𝑘𝑘 + 1) = 𝐴𝐴𝑗𝑗𝑥𝑥�(𝑘𝑘) + 𝐵𝐵𝑗𝑗𝑢𝑢(𝑘𝑘) + 𝐿𝐿�𝑦𝑦(𝑘𝑘) − 𝑦𝑦�(𝑘𝑘)� + 𝐹𝐹𝑎𝑎𝑓𝑓𝑓𝑓(𝑘𝑘)

𝑦𝑦�(𝑘𝑘) = 𝐶𝐶𝑗𝑗𝑥𝑥�(𝑘𝑘) + 𝐹𝐹𝑠𝑠𝑓𝑓𝑓𝑓(𝑘𝑘)
𝑓𝑓𝑓𝑓(𝑘𝑘) = 𝐹𝐹(𝑦𝑦(𝑘𝑘) − 𝑦𝑦�𝑓𝑓(𝑘𝑘))

 (3.23) 

An exact knowledge of the faulty system can enable the control scheme to be 

adapted to meet the required performances, as well as allow the reconfigurable 

system (as a new system) behaves as originally stated. Once the state variables and 

faults are estimated; a new control law is added to the nominal law to counteract 

the effect of the fault on the system. 

The faulty uncertain hybrid system can be written as: 

�
𝑥𝑥�(𝑘𝑘 + 1) = 𝐴𝐴𝑗𝑗𝑥𝑥�(𝑘𝑘) + 𝐵𝐵𝑗𝑗𝑢𝑢(𝑘𝑘) + �𝐿𝐿𝐶𝐶𝑗𝑗 + 𝐹𝐹𝑎𝑎𝐹𝐹𝐶𝐶𝑗𝑗�𝑒𝑒(𝑘𝑘)

𝑦𝑦�(𝑘𝑘) = 𝐶𝐶𝑗𝑗𝑥𝑥�(𝑘𝑘) + 𝐹𝐹𝑠𝑠𝐹𝐹𝐶𝐶𝑗𝑗𝑒𝑒(𝑘𝑘)
𝑓𝑓𝑓𝑓(𝑘𝑘) = 𝐹𝐹(𝑦𝑦(𝑘𝑘) − 𝑦𝑦�𝑓𝑓(𝑘𝑘))

 (3.24) 

Where 𝐾𝐾𝑗𝑗 is the controller gain matrix and L is the observer gain matrix which 

can be designed by standard optimization methods. 𝐹𝐹𝑎𝑎 , and 𝐹𝐹𝑠𝑠 are the actuator and 

the sensor fault parameters, respectively; 𝑦𝑦�  is the sensors estimated measurement, 

𝑓𝑓𝑓𝑓 is the estimated output faults. 

The observer (3.24) is derived for the HS from that proposed by (Ichalal,2008) 

for a class of fuzzy systems. 

With the aim to design a reliable AFTC “Active Fault tolerant control” 

strategy, that has the ability to handle with large classes of faults and different range 

of faults, compared with the robust FTC "passive FTC" approach. This advantage of 

AFTC is based on the aspect of fault detection and isolation FDI to deal with faults. 

For this case, establishing an accurate cause and location of faults using (3.24) is so 

important to provide an efficient control input. Only with these features and a full 

knowledge of the dynamic behavior, we can make changes on the MPC algorithm 

with a reliable method to guarantee the stability of the faulty system, at the moment 
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of dealing with faults. Furthermore, as compared to ordinary control strategies, the 

MPC rises up a new aspect in the field of fault-tolerant control. Since the advantages 

are very obvious, the main advantage of the MPC is the possibility to adapt the 

weights 𝑄𝑄0 and 𝑅𝑅0 to make changes in the controller dynamics, in addition to control 

the variable weighting parameters of redundant control values in each optimization 

step. Also, the internal model of the process can be updated to adapt to any changes 

in real processing. Furthermore, the inclusion of constraints and control variables in 

the reformulated system is also a big advantage. 

Therefore, designing an active fault-tolerant model predictive control as a 

control strategy for Hybrid systems is considered a new objective of HFTMPC 

research. The next points below sum up the advantages and reasons to employ the 

MPC to control hybrid system: 

1 -  Online handling of constraints and controller values in the system control 

process. 

2 - Adaptation of changes in dynamics of the internal model due to faults in 

the hybrid system, actuators or sensors. 

3 - Redundancy of the reconstruction values and actuators to accommodate 

actuator failures. 

4 - Very good tracking performance for systems with large time delays or slow 

dynamics. 

5 - Fault-tolerant capability within the MPC algorithm due to direct updates. 

In the rest of this thesis, the mentioned observer scheme (3.23) is adopted 

according to the faults’ kind “actuators, sensors and system faults”; in order to 

compute the optimal control, by implementing an adequate mechanism of 

estimation for the unknown outputs. This conceptualization is employed later to 

present a new insight for fault tolerant control using robust predictive control for 

constrained hybrid systems with time-delay. 

Before that, the next part deals with the compensation of occurring faults 

using Quadratic Programming QP as a solution strategy, by combining the state 
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observer and model predictive control “MPC” as the process control for the 

optimization problem. 

III.4 Fault-Tolerant Based Model Predictive Control (MPC) for Hybrid Systems 

Based on numerical optimization methods as QP, it is not always efficient to 

provide an optimal control law, which may not be easily to obtain. Thus, one has to 

improve algorithms and involve rigorous optimization methods. General 

optimization framework based on model predictive control (as Quadratic 

Programing, linear quadratic regulator… etc.) combined with an observer is not 

thoroughly investigated. A coupled of observer-MPC as an online approach for the 

parameter identification of the nonlinear systems is presented in (Flila,2008; 

Qian,2013), where a new approach of coupled state observer-MPC strategy to deal 

with occurred faults is proposed by (Zahaf,2019b), for a class of constrained HS. A 

fault-tolerant based model predictive control approach is proposed; the underlying 

of the state observer allow to design a new augmented system for the computation 

of the optimal control using QP method. The proposed approach that involves the 

state-space model of the nonlinear HS has less conservative conditions compared to 

the existing works.  

From equation (3.24), we consider the next closed loop discrete-time hybrid 

system:  

�
𝑥𝑥�(𝑘𝑘 + 1) = (𝐴𝐴𝑗𝑗 + 𝐵𝐵𝑗𝑗𝐾𝐾𝑗𝑗)𝑥𝑥�(𝑘𝑘) + �𝐿𝐿𝐶𝐶𝑗𝑗 + 𝐹𝐹𝑎𝑎𝐹𝐹𝐶𝐶𝑗𝑗�𝑒𝑒(𝑘𝑘)

𝑦𝑦�(𝑘𝑘) = 𝐶𝐶𝑗𝑗𝑥𝑥�(𝑘𝑘) + 𝐹𝐹𝑠𝑠𝐹𝐹𝐶𝐶𝑗𝑗𝑒𝑒(𝑘𝑘)                                      (3.25) 

The previous uncertain hybrid system can be written as: 

�
𝑥𝑥�(𝑘𝑘 + 1) = 𝐴̃𝐴𝑝𝑝(𝑘𝑘)𝑥𝑥�(𝑘𝑘) + 𝐵𝐵�𝑝𝑝𝑢𝑢�(𝑘𝑘)

𝑦𝑦�𝑝𝑝(𝑘𝑘) = 𝐶̃𝐶𝑝𝑝𝑥𝑥�(𝑘𝑘)
                                                            (3.26. a) 

𝐴̃𝐴𝑝𝑝 = �
(𝐴𝐴𝑗𝑗 + 𝐵𝐵𝑗𝑗𝐾𝐾𝑗𝑗) 0𝑛𝑛

𝐶𝐶𝑗𝑗 0𝑛𝑛
� , 𝐵𝐵�𝑝𝑝 = �

(𝐿𝐿 + 𝐹𝐹𝑎𝑎𝐹𝐹)𝐶𝐶𝑗𝑗 0𝑛𝑛
𝐹𝐹𝑠𝑠𝐹𝐹𝐶𝐶𝑗𝑗 0𝑛𝑛

� , 𝐶̃𝐶𝑝𝑝 = � 𝐼𝐼 0𝑛𝑛
0𝑛𝑛 𝐼𝐼 �  (3.26. b)               

The 𝑦𝑦�𝑝𝑝 is the output of the augmented hybrid system. The control input u(k), 

represents the desired energy of the current step k. The matrix 𝐴̃𝐴𝑝𝑝 represents the 
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system matrix of the preview model while the matrix 𝐵𝐵�𝑝𝑝 is the input in the presence 

of faults (Actuators and Sensors). The 𝐶̃𝐶𝑝𝑝 matrix is the weighting matrix used to 

construct performance of optimization following quadratic function J. 

𝑚𝑚𝑚𝑚𝑚𝑚
𝑢𝑢(𝑘𝑘+𝑗𝑗 𝑘𝑘⁄ )  𝑗𝑗>0

𝐽𝐽ℎ(𝑘𝑘)

= � [𝑦𝑦�𝑃𝑃(𝑘𝑘 + 𝑗𝑗 𝑘𝑘⁄ ) − 𝑦𝑦𝑑𝑑(𝑘𝑘 + 𝑗𝑗 𝑘𝑘⁄ )]2
ℎ

𝑗𝑗=0
+ � 𝜆𝜆[𝑢𝑢�⃗ (𝑘𝑘 + 𝑗𝑗 𝑘𝑘⁄ )]2

ℎ

𝑗𝑗=0
(3.27.𝑎𝑎) 

�
𝑦𝑦�ℎ,𝑚𝑚𝑚𝑚𝑚𝑚 ≤ 𝑦𝑦�ℎ(𝑘𝑘 + 𝑗𝑗 𝑘𝑘⁄ ) ≤ 𝑦𝑦�ℎ,𝑚𝑚𝑚𝑚𝑚𝑚 ,     𝑗𝑗 ≥ 0,     ℎ = 1,2, … , 𝑞𝑞
𝑢𝑢ℎ,𝑚𝑚𝑚𝑚𝑚𝑚 ≤ 𝑢𝑢ℎ(𝑘𝑘 + 𝑗𝑗 𝑘𝑘⁄ ) ≤ 𝑢𝑢ℎ,𝑚𝑚𝑚𝑚𝑚𝑚 ,     𝑗𝑗 ≥ 0,     ℎ = 1,2, … ,𝑝𝑝   (3.27. 𝑏𝑏) 

Where : 

�
𝑦𝑦�𝑃𝑃(𝑘𝑘) = [𝑦𝑦(𝑘𝑘 + 1)  𝑦𝑦(𝑘𝑘 + 2) …   𝑦𝑦(𝑘𝑘 + 𝑁𝑁)]𝑇𝑇

𝑢𝑢�⃗ (𝑘𝑘) = [𝑢𝑢�(𝑘𝑘)  𝑢𝑢�(𝑘𝑘 + 1) …  𝑢𝑢�(𝑘𝑘 + 𝑁𝑁)]𝑇𝑇

𝜆𝜆 = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�  𝜆̅𝜆(𝑘𝑘 + 1) …  𝜆̅𝜆(𝑘𝑘 + 𝑁𝑁)�
  (3.28) 

[𝑦𝑦�𝑃𝑃(𝑘𝑘 + 𝑗𝑗 𝑘𝑘⁄ ) − 𝑦𝑦𝑑𝑑(𝑘𝑘 + 𝑗𝑗 𝑘𝑘⁄ )]2, represents the weighting sum of future error 

between estimate states and desired trajectory. 

𝜆𝜆[𝑢𝑢�⃗ (𝑘𝑘 + 𝑗𝑗 𝑘𝑘⁄ )]2 represents the energy of input control. 

The h and 𝜆𝜆 represents the prediction step and weighting factor for input, 

respectively, and k is the step of the present state. 

Then, the predictive model 𝑦𝑦�𝑃𝑃(𝑘𝑘) is expressed as follows : 

𝑦𝑦�𝑃𝑃(𝑘𝑘 + 1) = 𝐺𝐺𝑥𝑥�(𝑘𝑘) + 𝐻𝐻𝑢𝑢�⃗ (𝑘𝑘) + 𝑀𝑀𝑀𝑀(𝑘𝑘)  (3.29) 

Where: 

𝐺𝐺 = [𝐶̃𝐶𝑝𝑝𝐴̃𝐴𝑝𝑝    𝐶̃𝐶𝑝𝑝𝐴̃𝐴𝑝𝑝2   …   𝐶̃𝐶𝑝𝑝𝐴̃𝐴𝑝𝑝𝑁𝑁]𝑇𝑇  (3.30. a) 

𝐻𝐻 =

⎣
⎢
⎢
⎡

0𝑛𝑛 0𝑛𝑛 … 0𝑛𝑛
𝐶̃𝐶𝑝𝑝𝐵𝐵�𝑝𝑝 0𝑛𝑛 … 0𝑛𝑛
⋮ ⋮ ⋱ ⋮

𝐶̃𝐶𝑝𝑝𝐴̃𝐴𝑝𝑝𝑁𝑁−1𝐵𝐵�𝑝𝑝 0𝑛𝑛 … 0𝑛𝑛0⎦
⎥
⎥
⎤
  (3.30. b)  

𝑀𝑀 = [𝐶̃𝐶𝑝𝑝𝐵𝐵�𝑝𝑝 𝐶̃𝐶𝑝𝑝𝐴̃𝐴𝑝𝑝𝐵𝐵�𝑝𝑝   …   𝐶̃𝐶𝑝𝑝𝐴̃𝐴𝑝𝑝𝑁𝑁−1𝐵𝐵�𝑝𝑝]𝑇𝑇  (3.30. c) 

In equation (3.29), G, H and M are the augmented state system, input control 

and faults occurred (on actuators/sensors) matrices, respectively, of the state space 

model of hybrid system in (3.27). 
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On the other hand, the 𝑢𝑢�⃗  term indicates the desired variation of energy, for 

the longitudinal control of h-step prediction horizon for hybrid system. For 

relaxation conditions on the online optimization, we hold the (3.29) in (3.27) with 

respect to the imposed constrains on the control input. Therefore, the cost function 

can be written as mentioned in (3.31); thus the performance index J (3.27.a) can be 

casted into a condensed QP problem of the form:  

𝑚𝑚𝑚𝑚𝑚𝑚
𝑢𝑢��⃗ ,   𝑖𝑖>0

1
2
𝑢𝑢�⃗ 𝑇𝑇𝑃𝑃𝑃𝑃 + 𝑅𝑅𝑇𝑇𝑢𝑢�⃗   (3.31) 

Subject to 

𝑊𝑊𝑢𝑢�⃗ ≤ 𝑍𝑍  (3.32) 

Where 𝑢𝑢 ∈ 𝑅𝑅𝑛𝑛𝑢𝑢  is the vector of optimization variables, 𝑃𝑃 is a symmetric and 

positive definite matrix, 𝑅𝑅 is the linear cost, 𝑊𝑊 and 𝑍𝑍 are the terms defining the 

inputs' constraints. 

The next theorem summaries the main results. 

Theorem 3.2 (Zahaf,2019b): 

For a given positive scalar 𝜆̅𝜆, symmetric positive definite matrices P and R. If it 

exists symmetric positive definite matrices H , M, weighting factor 𝜆𝜆 and 𝐾𝐾𝑗𝑗 as such 

that meet the performance of (3.31) for computing the optimal control; where:  

𝑃𝑃 = 𝜆𝜆𝑉𝑉𝑇𝑇𝑉𝑉 + 𝐻𝐻𝑇𝑇𝐻𝐻  (3.33) 

𝑅𝑅 = 𝐻𝐻𝑇𝑇(𝐺𝐺𝑥𝑥�(𝑘𝑘) + 𝑀𝑀𝑢𝑢𝑜𝑜𝑜𝑜𝑜𝑜(𝑘𝑘))  (3.34) 

Then, the closed-loop hybrid systems (3.26.a) is called fault-tolerant 

asymptotically stable for any sub-system, satisfying the reliable control law with 

optimal cost. 

Where 𝑊𝑊 and 𝑍𝑍 are representing the upper and lower energy limits or the 

imposed constraints on output and input respectively. 

𝑊𝑊 = [𝑊𝑊𝑢𝑢𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝, 𝑊𝑊𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙]𝑇𝑇 , 𝑍𝑍 = [𝑍𝑍𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑇𝑇 , 𝑍𝑍𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑇𝑇 ]𝑇𝑇  (3.35) 
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To deal with actuators and sensors failures the P and R matrices in (3.33) and 

(3.34), respectively, with: 

𝑉𝑉 =

⎣
⎢
⎢
⎢
⎡
𝑣𝑣1,1 𝑣𝑣1,2 0 … 0

0 𝑣𝑣2,2 𝑣𝑣2,1 … 0
0 0 0 … ⋮
⋮ ⋮ 0 ⋱ 𝑣𝑣𝑛𝑛−1,𝑛𝑛
0 0 0 … 𝑣𝑣𝑛𝑛,𝑛𝑛 ⎦

⎥
⎥
⎥
⎤

  (3.36) 

In this stage, to test the convexity and feasibility of (3.31) for the FTMPC, the 

definiteness of Matrix P has been evaluated. The quadratic function in (3.31) is 

convex if and only if matrix P is positive semi-definite. Besides, the quadratic 

function defined in (3.31) is strictly convex if and only if matrix P is positive definite. 

Then, the optimal control input can be computed based on the Quadratic 

Programming optimization using Active Set Methods. 

The presented FTMPC approach is more efficient and less conservative 

optimization conditions compared to (Flila,2008; Qian,2013), due to the admissible 

response time.   

However, due to the computation burden and the additive effort required by 

the QP with MPC (related to the computation of the matrices of the minimization 

problem), it can be exactly computed a-priori, whereas the QP cannot be guaranteed 

to maintain the convexity of the quadratic minimization problem. The possibility to 

certify the algorithm complexity and the required computational effort to compute 

the control law is of paramount importance for a real-time implementation of the 

algorithm in commercial control platform. Next, we propose an outperforming 

approach to improve the response time and meet the desired performances; in 

which have less conservative design based on online optimization of the objective 

cost function, using min-max formulation in terms of LMIs in next stage. 

III.5 Synthesis of Robust Optimal Fault Tolerant Predictive Control for Hybrid

Systems with time-varying delay: An LMI Approach 

As aforementioned, this section is devoted to develop a robust mechanism 

for reconfiguration of the controller, to recover the desired performances in the 
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presence of faults and compensate the time-delay, based on less conservative 

conditions with respect of the imposed constraints. These relaxed sufficient and 

necessary conditions guarantee the stability of HS; besides decreasing the 

computation burden in order to designate the optimal control at a reasonable 

response time.  

We have discussed in chapter two that a diagnosis scheme, controller 

reconfiguration strategy and reconfigurable controller are the main elements to 

design a reliable AFTC strategy. In section 3.2 of this chapter, in order to infer the 

observability properties for some classes of HS, we presented a new strategy for the 

diagnosis stage based on the combination of state observer and robust model 

predictive control. This combination is used in the reconfiguration mechanism of 

the controller, which is setup on the ability of the controller itself to adopt updates 

according to new events “undesirable associated inputs” during the running 

process.  

Basically, the reconfigurable controller design should be considered while 

the set-up of a control strategy from the beginning, by proposing a flexible controller 

scheme, that has the ability to adopt the updates and the reconfiguration of its 

parameters. In fact, proposing a reliable and flexible controller is a considerable 

point of our contributions in this dissertation. We proposed the controller law with 

two terms for dealing with different kinds of faults, which is basically composed of 

two features: an estimated state and error dynamics of faulty HS.     

Before describing the new control prediction law presented in (Zahaf,2020); 

we first define the next control law to be generated on the controller side, which is 

formed on two terms; we propose a new control law  𝑢𝑢𝐷𝐷𝐷𝐷 to be added to the nominal 

control law to compensate the effect of the fault or failure on the system. Therefore, 

the total control law applied to the system is given by: 

𝑢𝑢𝑓𝑓(𝑘𝑘) = 𝑢𝑢(𝑘𝑘)�
𝑢𝑢𝐶𝐶𝐶𝐶

+ 𝐾𝐾𝑓𝑓(𝑥𝑥(𝑘𝑘) − 𝑥𝑥�𝑓𝑓(𝑘𝑘)) �������������
𝑢𝑢𝐷𝐷𝐷𝐷

 (3.37 ) 

Wherein, 𝑢𝑢𝐶𝐶𝐶𝐶 is the nominal control law defined in (3.5) and 𝑢𝑢𝐷𝐷𝐷𝐷 represents 

the additive control law to deal with the faulty behavior.  
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A quick examination of related works on control applications shows 

that using a controller with two terms is often used (Ichalal,2009; Wang,2017).  

This feature enables a robust adaption of the controller scheme with 

undesirable associated inputs as occurring faults and time-delay. 

In view of that, the proposed control scheme in this thesis is mainly using the 

estimated states and the error dynamics of faulty HS, to compensate time-delay and 

reconfigure the robust controller to deal with faults.  

According to (3.37), we distinguish two terms: 𝑢𝑢𝐶𝐶𝐷𝐷 and 𝑢𝑢𝐷𝐷𝐷𝐷 terms which refer 

to control law for continuous dynamic and discrete dynamics, respectively, as 

hybrid control law. We discuss in the rest of this work the possible form of 𝑢𝑢𝐷𝐷𝐷𝐷, we 

propose two controller schemes to deal with different kinds of faults and time-

delay. 

III.5.1 Robust Optimal Fault Tolerant Predictive Control for Sensors

Failures 

This part deals with sensors faults and failures. Thus, it is assumed that all 

states of the hybrid system are not measurable; so to compensate the sensors 

fault/failure in the feedback channel, based on (3.23) an observer is designed as 

follow: 

�
𝑥𝑥�𝑓𝑓(𝑘𝑘 + 1) = 𝐴𝐴𝑗𝑗𝑥𝑥�𝑓𝑓(𝑘𝑘) + 𝐵𝐵𝑗𝑗𝑢𝑢𝑓𝑓(𝑘𝑘) + 𝐿𝐿(𝑦𝑦(𝑘𝑘) − 𝑦𝑦�𝑓𝑓(𝑘𝑘))

𝑦𝑦�𝑓𝑓(𝑘𝑘) = 𝐶𝐶𝑗𝑗𝑥𝑥�𝑓𝑓(𝑘𝑘) + 𝐹𝐹𝑠𝑠𝑓𝑓𝑓𝑓(𝑘𝑘)
𝑓𝑓𝑓𝑓(𝑘𝑘) = 𝐹𝐹(𝑦𝑦(𝑘𝑘) − 𝑦𝑦�𝑓𝑓(𝑘𝑘))

 (3.38) 

Where  𝐴𝐴𝑗𝑗 ,𝐵𝐵𝑗𝑗 𝑎𝑎𝑎𝑎𝑎𝑎 𝐶𝐶𝑗𝑗 are state matrices, L is the observer gain matrix which 

can be designed by optimization methods. 

The new control prediction law to be generated on the controller side with 

two terms is based on (3.37), that is basically formed on the estimated faulty states 

as follows: 

𝑢𝑢𝑓𝑓(𝑘𝑘) = 𝑢𝑢(𝑘𝑘) + 𝐾𝐾𝑓𝑓(𝑥𝑥(𝑘𝑘) − 𝑥𝑥�𝑓𝑓(𝑘𝑘))  (3.39. a) 

𝑢𝑢(𝑘𝑘) = 𝐾𝐾𝑥𝑥�𝑓𝑓(𝑘𝑘)          (3.39. b) 

𝑢𝑢𝑓𝑓(𝑘𝑘) = 𝑢𝑢(𝑘𝑘) + 𝐾𝐾𝑓𝑓𝑒𝑒(𝑘𝑘)          (3.39. c) 



Robust Fault Tolerant Optimal Predictive Control for Hybrid Systems with Time-Delay:  
Theoretical Results 

82 
 

Where 𝐾𝐾 and 𝐾𝐾𝑓𝑓 are the controller gains matrices. Since the aim of (3.39) is 

approximating 𝑥𝑥�𝑓𝑓(𝑘𝑘) to 𝑥𝑥(𝑘𝑘), by defining the control law parameters, while  𝑒𝑒(𝑖𝑖|𝑘𝑘) 

should approach zero, i.e., 𝑒𝑒(∞|𝑘𝑘) = 0. 

The additive control law must be calculated so that the faulty system is as 

close as possible to the nominal system (desired performances). In other words, it 

must satisfy: 

𝐾𝐾𝑓𝑓 �𝑥𝑥(𝑘𝑘) − 𝑥𝑥�𝑓𝑓(𝑘𝑘)� = 0                                                                              (3.39. d) 

Defining control law parameters is converted to the optimization of the worst 

case scenario of occurring faults using min-max method, that is known as a solution 

of the global optimization for the convex problem. Therefore, we recall the cost 

function (3.7) that can be adapted and defined based on the desired performances 

of (3.38). Wherein, the related cost function for robust fault tolerant predictive 

control is defined by (3.39), with respect to the imposed output constraints (3.40.b) 

and the defined objective cost function (3.40.c) as follows: 

𝑚𝑚𝑚𝑚𝑚𝑚
𝑢𝑢𝑓𝑓

𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖>0

𝐽𝐽∞ (𝑘𝑘)                                                                                            (3.40. a) 

𝑦𝑦�ℎ,𝑚𝑚𝑚𝑚𝑚𝑚 ≤ 𝑦𝑦�ℎ(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ ) ≤ 𝑦𝑦�ℎ,𝑚𝑚𝑚𝑚𝑚𝑚 ,     𝑖𝑖 ≥ 0,     ℎ = 1,2, … , 𝑞𝑞                (3.40. b) 

�
𝑋𝑋�(𝑘𝑘 + 𝑖𝑖) = 𝑥𝑥�𝑓𝑓

𝑇𝑇(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )𝑄𝑄0𝑥𝑥�𝑓𝑓(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )
𝑈𝑈(𝑘𝑘 + 𝑖𝑖) = 𝑢𝑢𝑓𝑓𝑇𝑇(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )𝑅𝑅0𝑢𝑢𝑓𝑓(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )

                                             (3.40. c) 

The main objective in this section is to design an observer for the case of the 

faulty hybrid system, that is able to detect faults and use it to facilitate the 

reconfiguration procedure of the control scheme. 

To set-up the necessary conditions of the closed loop discrete-time hybrid 

system, that is converted to a convex optimization problem (3.40); let us recall (3.6) 

and adapting (3.2) and (3.38), then we get: 

�
𝑥𝑥�𝑓𝑓(𝑘𝑘 + 1) = (𝐴𝐴𝑗𝑗 + 𝐵𝐵𝑗𝑗𝐾𝐾)𝑥𝑥�𝑓𝑓(𝑘𝑘) + (𝐵𝐵𝑗𝑗𝐾𝐾𝑓𝑓 + 𝐿𝐿𝐶𝐶𝑗𝑗)𝑒𝑒(𝑘𝑘)

𝑒𝑒(𝑘𝑘 + 1) = �𝐴𝐴𝑗𝑗 − 𝐵𝐵𝑗𝑗𝐾𝐾𝑓𝑓 − 𝐿𝐿𝐶𝐶𝑗𝑗�𝑒𝑒(𝑘𝑘)
𝑒𝑒𝑓𝑓(𝑘𝑘 + 1) = −𝐿𝐿𝐶𝐶𝑗𝑗𝑒𝑒(𝑘𝑘) − 𝐹𝐹𝐹𝐹𝑠𝑠𝑒𝑒𝑓𝑓(𝑘𝑘)

                             (3.41) 

The previous augmented system can be described as new system written as: 
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𝑥𝑥�(𝑘𝑘 + 1) = 𝐴̃𝐴(𝑘𝑘)𝑥𝑥�(𝑘𝑘)                                                                                 (3.42. a) 

𝐴̃𝐴(𝑘𝑘) =

⎣
⎢
⎢
⎢
⎢
⎡𝐴̃𝐴1(𝑘𝑘)
𝐴̃𝐴2(𝑘𝑘)
𝐴̃𝐴3(𝑘𝑘)
𝐴̃𝐴4(𝑘𝑘)
𝐴̃𝐴5(𝑘𝑘)⎦

⎥
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎢
⎡�𝐴𝐴𝑗𝑗 + 𝐵𝐵𝑗𝑗𝐾𝐾� �𝐵𝐵𝑗𝑗𝐾𝐾𝑓𝑓 + 𝐿𝐿𝐶𝐶𝑗𝑗� 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛

0𝑛𝑛 �𝐴𝐴𝑗𝑗 − 𝐿𝐿𝐶𝐶𝑗𝑗� 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛
0𝑛𝑛 𝐿𝐿𝐶𝐶𝑗𝑗 𝐹𝐹𝐹𝐹𝑠𝑠 0𝑛𝑛 0𝑛𝑛
𝐼𝐼𝑛𝑛 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛
0𝑛𝑛 𝐼𝐼𝑛𝑛 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛⎦

⎥
⎥
⎥
⎥
⎤

 (3.42. b)    

𝑥𝑥�(𝑘𝑘) = [𝑥𝑥�𝑓𝑓
𝑇𝑇(𝑘𝑘) 𝑒𝑒𝑇𝑇(𝑘𝑘) 𝑒𝑒𝑓𝑓𝑇𝑇(𝑘𝑘) 𝑥𝑥�𝑓𝑓

𝑇𝑇(𝑘𝑘 − 1) 𝑒𝑒𝑇𝑇(𝑘𝑘 − 1)]𝑇𝑇                    (3.42. c) 

𝑥𝑥�𝑓𝑓(𝑘𝑘 + 1) = 𝐴̃𝐴1(𝑘𝑘)𝑥𝑥�(𝑘𝑘),              𝑒𝑒(𝑘𝑘 + 1) = 𝐴̃𝐴2(𝑘𝑘)𝑥𝑥�(𝑘𝑘)
𝑒𝑒𝑓𝑓(𝑘𝑘 + 1) = 𝐴̃𝐴3(𝑘𝑘)𝑥𝑥�(𝑘𝑘),               𝑥𝑥�𝑓𝑓(𝑘𝑘) = 𝐴̃𝐴4(𝑘𝑘)𝑥𝑥�(𝑘𝑘)     
𝑒𝑒(𝑘𝑘) = 𝐴̃𝐴5(𝑘𝑘)𝑥𝑥�(𝑘𝑘),                                                                  

                   (3.42. e) 

 In order to preserve the convexity feature of the studied optimization 

problem in term of LMIs, and ensure that the transition mathematical formulation 

remains bounded; the next useful assumption is used. 

Assumption 3.4:  

For any matrices W, V and a symmetric matrices Z > 0 and R > 0, we consider 

the problem of finding an appropriate matrix 𝑅𝑅, where the following statements are 

equivalent and hold:  

1.   (𝑊𝑊 + 𝑉𝑉)𝑇𝑇𝑍𝑍(𝑊𝑊 + 𝑉𝑉) > 0                                                                      (3.43. a) 

2.   −𝑊𝑊𝑇𝑇𝑍𝑍𝑍𝑍 − 𝑉𝑉𝑇𝑇𝑍𝑍𝑍𝑍 < (𝑊𝑊𝑇𝑇𝑍𝑍𝑍𝑍 + 𝑉𝑉𝑇𝑇𝑍𝑍𝑍𝑍) + 𝑅𝑅                                  (3.43. b) 

Proof:  

(𝑊𝑊 + 𝑉𝑉)𝑇𝑇𝑍𝑍(𝑊𝑊 + 𝑉𝑉) > 0 ⟹   𝑊𝑊𝑇𝑇𝑍𝑍𝑍𝑍 + 𝑉𝑉𝑇𝑇𝑍𝑍𝑍𝑍 + (𝑊𝑊𝑇𝑇𝑍𝑍𝑍𝑍 + 𝑉𝑉𝑇𝑇𝑍𝑍𝑍𝑍) > 0 

⟹    −𝑊𝑊𝑇𝑇𝑍𝑍𝑍𝑍 − 𝑉𝑉𝑇𝑇𝑍𝑍𝑍𝑍 < (𝑊𝑊𝑇𝑇𝑍𝑍𝑍𝑍 + 𝑉𝑉𝑇𝑇𝑍𝑍𝑍𝑍)                                                     (3.44) 

To guarantee that inequality is always verified and the first term is always 

bounded, we can write: −𝑊𝑊𝑇𝑇𝑍𝑍𝑍𝑍 − 𝑉𝑉𝑇𝑇𝑍𝑍𝑍𝑍 < (𝑊𝑊𝑇𝑇𝑍𝑍𝑍𝑍 + 𝑉𝑉𝑇𝑇𝑍𝑍𝑍𝑍) + 𝑅𝑅, if there exists an 

appropriate matrix R > 0. 

End of Assumption. 

The main results for computing the optimal control to handle with sensors 

faults are presented in the next theorem, based on relaxed conditions in set of LMIs. 
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Theorem 3.3 (Zahaf,2019a): 

Consider the closed loop estimate of a faulty hybrid system (3.38) and let the 

input feedback controller be defined by (3.39), which is based on the extended state 

observer and meets the performance (3.40) for computing the optimal control 

problem of hybrid system. It is globally asymptotically stable if there exists a 

positive define matrix 𝑄𝑄 > 0; 𝑌𝑌,𝑌𝑌𝑓𝑓 , 𝐿𝐿,𝐹𝐹,𝐹𝐹𝑠𝑠  and 𝐺𝐺 satisfying the following convex 

optimization problem: 

𝑚𝑚𝑚𝑚𝑚𝑚
𝑄𝑄,𝐹𝐹,𝐺𝐺,𝐿𝐿

𝛾𝛾                                                                                                              (3.45. a) 

Subject to 

�
−1 𝑥𝑥�𝑓𝑓

𝑇𝑇 (𝑘𝑘 𝑘𝑘)⁄
𝑥𝑥�𝑓𝑓 (𝑘𝑘 𝑘𝑘)⁄ 𝑄𝑄

� < 0                                                                       (3.45. b) 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡𝐺𝐺

𝑇𝑇𝐴̃𝐴3𝑇𝑇 + 𝐴̃𝐴3𝐺𝐺 − 𝑃𝑃−1 ∗ ∗ ∗ ∗
1
4

(𝐴𝐴𝑗𝑗𝐺𝐺 + 𝐵𝐵𝑗𝑗𝑌𝑌)𝐴̃𝐴1 𝑄𝑄 ∗ ∗ ∗
1
4
𝐿𝐿�𝐴̃𝐴5 0𝑛𝑛 𝑄𝑄 ∗ ∗

𝑄𝑄0
1/2𝐴̃𝐴1𝐺𝐺 0𝑛𝑛 0𝑛𝑛 𝛾𝛾𝛾𝛾 ∗

𝑅𝑅0
1/2(𝑌𝑌𝐴̃𝐴4 + 𝑌𝑌𝑓𝑓𝐴̃𝐴5) 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 𝛾𝛾𝛾𝛾⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

< 0                                      (3.45. c) 

�
𝑊𝑊 𝐶𝐶𝑗𝑗(𝐴̃𝐴4 + 𝐹𝐹𝐹𝐹𝑠𝑠𝐴̃𝐴5)

(𝐴̃𝐴4 + 𝐹𝐹𝐹𝐹𝑠𝑠𝐴̃𝐴5)𝑇𝑇𝐶𝐶𝑗𝑗𝑇𝑇 𝑃𝑃
� > 0                                            (3.45. d) 

Proof: 

For the LMIs (3.45.b) and (3.45.c), following steps in the proof of theorem 3.2 with 

respect and the adaption of the state-space model and the desired performances of 

the cost function (3.40). 

- Where, the next inequality is the starting formula to obtain (3.45.b). 

𝑚𝑚𝑚𝑚𝑚𝑚
𝐴𝐴𝑗𝑗,𝐵𝐵𝑗𝑗,𝑗𝑗>0

𝐽𝐽∞(𝑘𝑘) ≤ 𝑉𝑉(𝑥𝑥�𝑓𝑓 (𝑘𝑘 𝑘𝑘))⁄ ≤ 𝛾𝛾                                                                  (3.46) 

- Also, the way to obtain (3.45.c), starts from the next inequality: 

𝑉𝑉(𝑥𝑥�𝑓𝑓 (𝑘𝑘 + 1 𝑘𝑘)) −⁄ 𝑉𝑉(𝑥𝑥�𝑓𝑓 (𝑘𝑘 𝑘𝑘))⁄

≤ − ��𝑥𝑥�𝑓𝑓
𝑇𝑇(𝑘𝑘 𝑘𝑘⁄ )𝑄𝑄0𝑥𝑥�𝑓𝑓(𝑘𝑘 𝑘𝑘⁄ )�+ �𝑢𝑢𝑓𝑓𝑇𝑇(𝑘𝑘 𝑘𝑘⁄ )𝑅𝑅0𝑢𝑢𝑓𝑓(𝑘𝑘 𝑘𝑘⁄ )��                      (3.47) 
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To get the final form using the assumption 3.4, the final form can be written as: 

(𝐺𝐺𝑇𝑇𝐴̃𝐴1𝑇𝑇 + 𝐴̃𝐴1𝐺𝐺 − 𝑃𝑃−1)+1/2((𝐴𝐴𝑗𝑗𝐺𝐺 + 𝐵𝐵𝑗𝑗𝐹𝐹)𝐴̃𝐴1)𝑇𝑇𝑃𝑃((𝐴𝐴𝑗𝑗𝐺𝐺 + 𝐵𝐵𝑗𝑗𝐹𝐹)𝐴̃𝐴1) + 1/2(�𝐿𝐿�𝐴̃𝐴5�
𝑇𝑇
𝑃𝑃�𝐿𝐿�𝐴̃𝐴5�)

+ 𝐺𝐺𝑇𝑇𝐴̃𝐴1𝑇𝑇𝑄𝑄0𝐴̃𝐴1𝐺𝐺 + �𝑌𝑌𝐴̃𝐴4 + 𝑌𝑌𝑓𝑓𝐴̃𝐴5�
𝑇𝑇
𝑅𝑅0(𝑌𝑌𝐴̃𝐴4 + 𝑌𝑌𝑓𝑓𝐴̃𝐴5) < 0                          (3.48) 

Applying generalized Schur’s complement to the previous inequality, the LMI 

(3.45.c) is obtained.  

- Since the faults occurred on the sensors, it is worthy to impose some output 

constraints to meet the required performances by the proposed approach, 

thus: 

𝑦𝑦ℎ,𝑚𝑚𝑚𝑚𝑚𝑚 ≤ 𝑦𝑦ℎ(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ ) ≤ 𝑦𝑦ℎ,𝑚𝑚𝑚𝑚𝑚𝑚 ,⟺ |𝑦𝑦ℎ(𝑘𝑘 + 𝑗𝑗 𝑘𝑘⁄ )| ≤ 𝑦𝑦ℎ,𝑚𝑚𝑚𝑚𝑚𝑚,        (3.49. a) 

 𝑓𝑓𝑓𝑓𝑓𝑓: 𝑖𝑖 ≥ 0, ℎ = 1,2, … , 𝑞𝑞 

Defining that   𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑊𝑊, where 𝑊𝑊 is upper bound of the constraint 

‖𝑦𝑦(𝑘𝑘 + 𝑗𝑗 𝑘𝑘⁄ )‖𝑚𝑚𝑚𝑚𝑚𝑚 ≜ 𝑚𝑚𝑚𝑚𝑚𝑚
𝑗𝑗

𝑦𝑦𝑗𝑗(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )                                                  (3.49. 𝑏𝑏)  

Using (3.38), we can write: 

𝑚𝑚𝑚𝑚𝑚𝑚
𝑗𝑗>0

‖𝑦𝑦(𝑘𝑘)‖𝑚𝑚𝑚𝑚𝑚𝑚 ≥ 𝑚𝑚𝑚𝑚𝑚𝑚
𝑗𝑗>0

�𝐶𝐶𝑗𝑗�𝐴̃𝐴4 + 𝐹𝐹𝐹𝐹𝑠𝑠𝐴̃𝐴5�𝑃𝑃−1𝑥𝑥(𝑘𝑘)�
𝑚𝑚𝑚𝑚𝑚𝑚

                  (3.49. 𝑐𝑐)  

The relaxed condition for output constraint can be written as follows: 

�
𝑊𝑊 𝐶𝐶𝑗𝑗(𝐴̃𝐴4 + 𝐹𝐹𝐹𝐹𝑠𝑠𝐴̃𝐴5)

(𝐴̃𝐴4 + 𝐹𝐹𝐹𝐹𝑠𝑠𝐴̃𝐴5)𝑇𝑇𝐶𝐶𝑗𝑗𝑇𝑇 𝑃𝑃
� > 0                                               (3.50) 

End of proof. 

Since the occurring faults during the dynamic process of the systems are 

not limited to sensors faults as has been discussed in chapter two. Thus, 

additionally to the aforementioned proposed solution to compensate and 

reconfiguration of the control behavior in the case of sensors failures. The next 

part deals with both issues of time-varying delay and actuators faults.  

III.5.2 Robust Optimal Fault Tolerant Predictive Control for Hybrid System 

with Time-Varying Delay 

This part is devoted for the study of the trajectory tracking of HS with 

actuators faults and time-delay. The main objective is to design a robust control 
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scheme that deals and compensates the undesirable behavior of HS, influenced by 

faults and time-delay, as shown in Figure 3.1. 

 

Fig. 3.1. The Scheme of Hybrid Fault Tolerant Optimal Predictive Control (HFTPC) 

The main idea of this approach is to combine two strategies as hybrid control 

approach, using the min-max method to keep up the tracking performances of the 

desired trajectories, and preserve the stability conditions in the presence of faults. 

At first, to cope with time-delay using the obtained control term from robust MPC 

stage, in case that the HS is without faults for more fast-time processing, which is 

considered as continuous dynamic for the hybrid control. In the other case, faults 

occur in addition to time-delay, then necessary and sufficient conditions are 

obtained based on new proposed control law, to reduce the conservatism and 

decrease the computation burden as a discrete dynamic; in order to improve the 

consuming time in the compensation of the undesirable behavior compared with 

the classical MPC Approach.  

Therefore, we consider the following uncertain discrete-time hybrid actuator 

system with time-varying delay represented as: 
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�
𝑥𝑥(𝑘𝑘 + 1) = 𝐴𝐴𝑗𝑗𝑥𝑥(𝑘𝑘) + 𝐴𝐴𝑗𝑗𝑗𝑗𝑥𝑥(𝑘𝑘 − 𝑑𝑑𝑘𝑘) + 𝐵𝐵𝑗𝑗𝑢𝑢(𝑘𝑘)
𝑦𝑦(𝑘𝑘) = 𝐶𝐶𝑗𝑗𝑥𝑥(𝑘𝑘)                                                                                               (3.51) 

The faulty discrete-time hybrid actuator system with time-varying delay is 

described and represented as: 

�
𝑥𝑥𝑓𝑓(𝑘𝑘 + 1) = 𝐴𝐴𝑗𝑗𝑥𝑥𝑓𝑓(𝑘𝑘) + 𝐴𝐴𝑗𝑗𝑗𝑗𝑥𝑥𝑓𝑓(𝑘𝑘 − 𝑑𝑑𝑘𝑘) + 𝐵𝐵𝑗𝑗𝑢𝑢𝑓𝑓(𝑘𝑘)

+𝐹𝐹𝑎𝑎𝑓𝑓𝑎𝑎(𝑘𝑘)
𝑦𝑦𝑓𝑓(𝑘𝑘) =  𝐶𝐶𝑗𝑗𝑥𝑥𝑓𝑓(𝑘𝑘)                                                           

                              (3.52) 

In this part, it is assumed that the states of the hybrid actuators system are 

not measurable, so to estimate the state with fault and time delay in the feedback 

channel, an observer is designed: 

⎩
⎪
⎨

⎪
⎧
𝑥𝑥�𝑓𝑓(𝑘𝑘 + 1) = 𝐴𝐴𝑗𝑗𝑥𝑥�𝑓𝑓(𝑘𝑘) + 𝐴𝐴𝑗𝑗𝑗𝑗𝑥𝑥�𝑓𝑓(𝑘𝑘 − 𝑑𝑑𝑘𝑘) + 𝐵𝐵𝑗𝑗𝑢𝑢𝑓𝑓(𝑘𝑘)

+𝐹𝐹𝑎𝑎𝑓𝑓𝑎𝑎(𝑘𝑘) + 𝐿𝐿 �𝑦𝑦𝑓𝑓(𝑘𝑘) − 𝑦𝑦�𝑓𝑓(𝑘𝑘)�
𝑦𝑦�𝑓𝑓(𝑘𝑘) = 𝐶𝐶𝑗𝑗𝑥𝑥�𝑓𝑓(𝑘𝑘)                                                           

𝑓𝑓𝑎𝑎(𝑘𝑘 + 1) = 𝐹𝐹 �𝑦𝑦𝑓𝑓(𝑘𝑘) − 𝑦𝑦�𝑓𝑓(𝑘𝑘)�                                

                              (3.53) 

The new hybrid control prediction law to be generated on the controller side 

is with two terms based on (3.37); where 𝑢𝑢𝐶𝐶𝐶𝐶 represents the robust predictive 

controller of the delayed HS without faults using the estimated states obtained from 

the predictive control strategy as continuous dynamic, and 𝑢𝑢𝐷𝐷𝐷𝐷 refers to the 

computed control law term in the presence of faults as discrete dynamics. Therefore, 

the control strategy given in figure 3.1 is proposed in order to compute the hybrid 

control signal 𝑢𝑢𝑓𝑓(𝑘𝑘) such that: 

- The closed loop system is stable  

- The state of faulty system 𝑥𝑥𝑓𝑓(𝑘𝑘) converges asymptotically towards the 

reference state. 

In presence of faults, the hybrid control to be generated on the controller side 

is based on the following proposed control law as: 

𝑢𝑢𝑓𝑓(𝑘𝑘) = 𝑢𝑢(𝑘𝑘) + 𝐾𝐾𝑓𝑓 �𝑥𝑥(𝑘𝑘) − 𝑥𝑥�𝑓𝑓(𝑘𝑘)�                                                         (3.54. a) 

𝑢𝑢(𝑘𝑘) = 𝐾𝐾𝑥𝑥�(𝑘𝑘)                                                                                               (3.54. b) 
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𝑢𝑢𝑓𝑓(𝑘𝑘) = 𝑢𝑢(𝑘𝑘) + 𝐾𝐾𝑓𝑓𝑒𝑒𝑠𝑠(𝑘𝑘)  (3.54. c) 

Where 𝐴𝐴𝑗𝑗 ,𝐴𝐴𝑗𝑗𝑗𝑗 ,𝐵𝐵𝑗𝑗 and 𝐶𝐶𝑗𝑗 are states matrices of hybrid actuators system, 𝑢𝑢,𝑢𝑢𝑓𝑓 

are hybrid inputs and 𝑓𝑓𝑎𝑎 faults vectors, 𝑑𝑑𝑚𝑚 ≤ 𝑑𝑑𝑘𝑘 ≤ 𝑑𝑑𝑀𝑀 is a time-varying delay, with 

𝑑𝑑𝑚𝑚 𝑎𝑎𝑎𝑎𝑎𝑎 𝑑𝑑𝑀𝑀 respectively. The lower and the upper bound of 𝑑𝑑𝑘𝑘, K, and 𝐾𝐾𝑓𝑓  are the 

controller gains matrices, and L is the observer gain matrix, which can be 

determined by an appropriate optimization methods. 

Similar to the optimization problem in case of sensors faults, we consider the 

worst case scenario of occurring faults on actuators to set up a convex optimization 

problem using min-max method. Thus, let us recall the cost function (3.7) that can 

be adapted and defined based on the desired performances of (3.51) and (3.53). 

Therefore, the related cost function for robust fault tolerant predictive control is 

defined by (3.55.a), with respect to the imposed output constraints (3.55.a) and the 

defined objective cost function (3.55.c) as follows: 

𝑚𝑚𝑚𝑚𝑚𝑚
𝑢𝑢𝑓𝑓(𝑘𝑘+𝑖𝑖 𝑘𝑘⁄ )

𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖>0

𝐽𝐽∞ (𝑘𝑘)  (3.55. a) 

𝑢𝑢𝑓𝑓ℎ,𝑚𝑚𝑚𝑚𝑛𝑛 ≤ 𝑢𝑢𝑓𝑓ℎ(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ ) ≤ 𝑢𝑢𝑓𝑓ℎ,𝑚𝑚𝑚𝑚𝑚𝑚 ,   𝑖𝑖 ≥ 0,     ℎ = 1,2, … , 𝑞𝑞  (3.55. b) 

�
𝑋𝑋�(𝑘𝑘 + 𝑖𝑖) = 𝑒̃𝑒𝑇𝑇(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )𝑄𝑄0𝑒̃𝑒(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )
𝑈𝑈(𝑘𝑘 + 𝑖𝑖) = 𝑢𝑢𝑓𝑓𝑇𝑇(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )𝑅𝑅0𝑢𝑢𝑓𝑓(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )  (3.55. c) 

Throughout this chapter, the following assumptions are necessary for the 

stability synthesis of the HS, to derive less conservative computation conditions. For 

this reason, the mentioned Lemmas in Appendix C are made as useful tools for 

matrices transformation. 

Assumption 3.5: 

Assume 𝑍𝑍 =  𝑍𝑍𝑇𝑇 ∈ S𝑛𝑛×𝑛𝑛 , 𝑊𝑊 ∈ ℛ𝑛𝑛×𝑚𝑚 and 𝑉𝑉 ∈ ℛ𝑚𝑚×𝑛𝑛, to be known matrices, and 

further assume that  𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 (𝑊𝑊) < 𝑛𝑛  and  𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 (𝑉𝑉) < 𝑛𝑛. Consider the problem of 

finding an appropriate matrix 𝑈𝑈, such that the following statements are equivalent 

and hold: 

1. 𝑊𝑊𝑇𝑇𝑍𝑍𝑍𝑍 + 𝑉𝑉𝑇𝑇𝑍𝑍𝑍𝑍 < 0  (3.56. a) 

2. 𝑈𝑈+𝑊𝑊𝑇𝑇𝑍𝑍𝑍𝑍 + 𝑉𝑉𝑇𝑇𝑍𝑍𝑍𝑍 < 0  (3.56. b) 
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- Augmented System 

The augmented system of the dynamic error represented by 𝑒̃𝑒(𝑘𝑘 + 1) contains: 

the tracking error 𝑒𝑒𝑠𝑠(𝑘𝑘) in presence of faults, the dynamic error of the estimated 

state 𝑒𝑒𝑒𝑒𝑒𝑒(𝑘𝑘) and the dynamic error of the estimated faults 𝑒𝑒𝑓𝑓(𝑘𝑘) are given below. 

Therefore, we define the estimated dynamic errors as follow: 

𝑒𝑒𝑠𝑠(𝑘𝑘) = 𝑥𝑥(𝑘𝑘) − 𝑥𝑥�𝑓𝑓(𝑘𝑘)                                                                                 (3.57. a) 

𝑒𝑒𝑒𝑒𝑒𝑒(𝑘𝑘) = 𝑥𝑥𝑓𝑓(𝑘𝑘) − 𝑥𝑥�𝑓𝑓(𝑘𝑘)                                                                             (3.57. b) 

𝑒𝑒𝑓𝑓(𝑘𝑘) = 𝑓𝑓𝑎𝑎(𝑘𝑘) − 𝑓𝑓𝑎𝑎(𝑘𝑘)                                                                                (3.57. c) 

𝑒𝑒𝑦𝑦𝑦𝑦(𝑘𝑘) = 𝑐𝑐𝑗𝑗𝑒𝑒𝑠𝑠(𝑘𝑘)                                                                                          (3.57. d) 

𝑒𝑒𝑦𝑦𝑦𝑦𝑦𝑦(𝑘𝑘) = 𝑐𝑐𝑗𝑗𝑒𝑒𝑒𝑒𝑒𝑒(𝑘𝑘)                                                                                       (3.57. e) 

To set-up the necessary conditions of the optimization problem in order to 

compute the optimal control, it should be converted to a convex problem in terms 

of LMIs, we recall (3.51) and (3.52), we get: 

⎩
⎪
⎨

⎪
⎧ 𝑒𝑒𝑠𝑠(𝑘𝑘 + 1) = �𝐴𝐴𝑗𝑗 − 𝐵𝐵𝑗𝑗𝐾𝐾𝑓𝑓�𝑒𝑒𝑠𝑠(𝑘𝑘) + 𝐴𝐴𝑗𝑗𝑗𝑗𝑒𝑒𝑠𝑠(𝑘𝑘 − 𝑑𝑑𝑘𝑘)

−𝐿𝐿𝐶𝐶𝑗𝑗𝑒𝑒𝑒𝑒𝑒𝑒(𝑘𝑘) + (−𝐹𝐹𝑎𝑎)𝑒𝑒𝑓𝑓(𝑘𝑘)
𝑒𝑒𝑒𝑒𝑒𝑒(𝑘𝑘 + 1) = �𝐴𝐴𝑗𝑗 − 𝐿𝐿𝐶𝐶𝑗𝑗�𝑒𝑒𝑒𝑒𝑒𝑒(𝑘𝑘) + 𝐴𝐴𝑗𝑗𝑗𝑗𝑒𝑒𝑒𝑒𝑒𝑒(𝑘𝑘 − 𝑑𝑑𝑘𝑘)

+𝐹𝐹𝑎𝑎𝑒𝑒𝑓𝑓(𝑘𝑘)
𝑒𝑒𝑓𝑓(𝑘𝑘 + 1) = −𝐹𝐹𝐶𝐶𝑗𝑗𝑒𝑒𝑒𝑒𝑒𝑒(𝑘𝑘)                                           

                               (3.58) 

The previous augmented system can be written as: 

𝑒̃𝑒(𝑘𝑘 + 1) = 𝐴̃𝐴(𝑘𝑘)𝑒̃𝑒(𝑘𝑘)                                                                                 (3.59. a) 

Where ; 

𝑒̃𝑒(𝑘𝑘) = �𝑒𝑒𝑠𝑠𝑇𝑇(𝑘𝑘)  𝑒𝑒𝑠𝑠𝑇𝑇(𝑘𝑘 − 𝑑𝑑𝑘𝑘)  𝑒𝑒𝑒𝑒𝑒𝑒𝑇𝑇(𝑘𝑘)  𝑒𝑒𝑒𝑒𝑒𝑒𝑇𝑇(𝑘𝑘 − 𝑑𝑑𝑘𝑘)  𝑒𝑒𝑓𝑓𝑇𝑇(𝑘𝑘)   𝑥𝑥�𝑓𝑓𝑇𝑇(𝑘𝑘)�
𝑇𝑇

(3.59. b) 

𝐴̃𝐴(𝑘𝑘) =

⎣
⎢
⎢
⎢
⎢
⎢
⎡𝐴̃𝐴1(𝑘𝑘)
𝐴̃𝐴2(𝑘𝑘)
𝐴̃𝐴3(𝑘𝑘)
𝐴̃𝐴4(𝑘𝑘)
𝐴̃𝐴5(𝑘𝑘)
𝐴̃𝐴6(𝑘𝑘)⎦

⎥
⎥
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎢
⎢
⎡�𝐴𝐴𝑗𝑗 − 𝐵𝐵𝑗𝑗𝐾𝐾𝑓𝑓� 𝐴𝐴𝑗𝑗𝑗𝑗 −𝐿𝐿𝐶𝐶𝑗𝑗 0𝑛𝑛 −𝐹𝐹𝑎𝑎 0𝑛𝑛

0𝑛𝑛 𝐼𝐼𝑛𝑛 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛
0𝑛𝑛 0𝑛𝑛 �𝐴𝐴𝑗𝑗 − 𝐿𝐿𝐶𝐶𝑗𝑗� 𝐴𝐴𝑗𝑗𝑗𝑗 𝐹𝐹𝑎𝑎 0𝑛𝑛
0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 𝐼𝐼𝑛𝑛 0𝑛𝑛 0𝑛𝑛
0𝑛𝑛 0𝑛𝑛 −𝐹𝐹𝐶𝐶𝑗𝑗 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛
0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 𝐼𝐼𝑛𝑛 ⎦

⎥
⎥
⎥
⎥
⎥
⎤

 (3.59. c) 
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�
𝐴̃𝐴7(𝑘𝑘) = [𝐼𝐼𝑛𝑛0𝑛𝑛0𝑛𝑛0𝑛𝑛0𝑛𝑛0𝑛𝑛],
𝐴̃𝐴8(𝑘𝑘) = [0𝑛𝑛0𝑛𝑛𝐼𝐼𝑛𝑛0𝑛𝑛0𝑛𝑛0𝑛𝑛],
𝐴̃𝐴9(𝑘𝑘) = [0𝑛𝑛0𝑛𝑛0𝑛𝑛0𝑛𝑛𝐼𝐼𝑛𝑛0𝑛𝑛],

                                                                      (3.59. d) 

Then, we can describe the different variables as follows: 

⎩
⎪
⎨

⎪
⎧𝑒𝑒𝑠𝑠(𝑘𝑘 + 1) = 𝐴̃𝐴1(𝑘𝑘)𝑒̃𝑒(𝑘𝑘),              𝑒𝑒𝑒𝑒𝑒𝑒(𝑘𝑘 + 1) = 𝐴̃𝐴3(𝑘𝑘)𝑒̃𝑒(𝑘𝑘)
𝑒𝑒𝑓𝑓(𝑘𝑘 + 1) = 𝐴̃𝐴5(𝑘𝑘)𝑒̃𝑒(𝑘𝑘),              𝑒𝑒𝑠𝑠(𝑘𝑘 − 𝑑𝑑𝑘𝑘) = 𝐴̃𝐴2(𝑘𝑘)𝑒̃𝑒(𝑘𝑘)
𝑒𝑒𝑒𝑒𝑒𝑒(𝑘𝑘 − 𝑑𝑑𝑘𝑘) = 𝐴̃𝐴4(𝑘𝑘)𝑒̃𝑒(𝑘𝑘),         𝑒𝑒𝑠𝑠(𝑘𝑘) = 𝐴̃𝐴7(𝑘𝑘)𝑒̃𝑒(𝑘𝑘)          
𝑒𝑒𝑒𝑒𝑒𝑒(𝑘𝑘) = 𝐴̃𝐴8(𝑘𝑘)𝑒̃𝑒(𝑘𝑘),                   𝑒𝑒𝑓𝑓(𝑘𝑘) = 𝐴̃𝐴9(𝑘𝑘)𝑒̃𝑒(𝑘𝑘)         
𝑥𝑥�𝑓𝑓(𝑘𝑘) = 𝐴̃𝐴6(𝑘𝑘)𝑒̃𝑒(𝑘𝑘),                     𝑒̃𝑒(𝑘𝑘) = 𝜔𝜔1𝜉𝜉(𝑘𝑘)                 

              (3.60. a) 

Where ;  

𝜔𝜔𝑝𝑝 ∈ 𝑅𝑅4𝑛𝑛×𝑛𝑛(𝑝𝑝 = 1, … ,4) e. g.  𝜔𝜔1 = [𝐼𝐼𝑛𝑛0𝑛𝑛0𝑛𝑛0𝑛𝑛]                                (3.60. b) 

𝜉𝜉(𝑘𝑘) = [𝑒̃𝑒𝑇𝑇(𝑘𝑘)𝑒̃𝑒𝑇𝑇(𝑘𝑘 − 𝑑𝑑𝑘𝑘) 𝑒𝑒�𝑇𝑇(𝑘𝑘 − 𝑑𝑑𝑀𝑀)𝑒̃𝑒𝑇𝑇(𝑘𝑘 − 𝑑𝑑𝑚𝑚)]𝑇𝑇                       (3.60. c) 

Our purpose is to present the necessary and sufficient stability conditions in 

terms of LMIs, to achieve the optimality of the hybrid state feedback control to 

guarantee the control performances using (3.55) for the faulty hybrid systems. This 

guarantee is ensured by analyzing the stability using the following Lyapunov-

Krasovskii function (3.61). The scheme of the proposed robust hybrid fault-tolerant 

optimal predictive control (HFTPC) is shown in Figure 3.1. 

Then, the following Lyapunov-Krasovskii function condidate is defined: 

⎩
⎪
⎪
⎨

⎪
⎪
⎧
𝑉𝑉(𝑘𝑘) = 𝑉𝑉1(𝑘𝑘) + 𝑉𝑉2(𝑘𝑘) + 𝑉𝑉3(𝑘𝑘)

𝑉𝑉1(𝑘𝑘) = 𝑒𝑒𝑠𝑠𝑇𝑇(𝑘𝑘)𝑃𝑃𝑒𝑒𝑠𝑠(𝑘𝑘)

𝑉𝑉2(𝑘𝑘) = � 𝑒̃𝑒𝑇𝑇(𝑣𝑣)𝑆𝑆𝑒̃𝑒(𝑣𝑣)
𝑘𝑘−1

𝑣𝑣=𝑘𝑘−𝑑𝑑𝑘𝑘

𝑉𝑉3(𝑘𝑘) = � � 𝑒̃𝑒𝑇𝑇(𝑠𝑠)𝑉𝑉0𝑒̃𝑒(𝑠𝑠)
𝑘𝑘−1

𝑠𝑠=𝑘𝑘−1−𝑟𝑟

1−𝑑𝑑𝑚𝑚

𝑟𝑟=1−𝑑𝑑𝑀𝑀

                                            (3.61) 

To guarantee the cost function 𝐽𝐽(𝑘𝑘) in (3.55) that is related to the global 

Lyapunov function (3.61), the following stability criterion should be satisfied:  

𝑉𝑉�𝑒̃𝑒(𝑘𝑘 + 𝑖𝑖 + 1/𝑘𝑘)� − 𝑉𝑉�𝑒̃𝑒(𝑘𝑘 + 1/𝑘𝑘)� ≤ −�𝑋𝑋�(𝑘𝑘 + 𝑖𝑖) + 𝑈𝑈(𝑘𝑘 + 𝑖𝑖)�  (3.62. a) 

As it is assumed that summation is up to ∞, i.e., 𝑖𝑖 →  ∞, 𝑒̃𝑒(𝑖𝑖|𝑘𝑘) should 

approach zero, i.e., 𝑥𝑥�(∞|𝑘𝑘) = 0. It yields: 
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𝐽𝐽(𝑘𝑘) ≤ 𝑉𝑉�𝑒̃𝑒(𝑘𝑘/𝑘𝑘)� ≤ 𝛾𝛾                                                                              (3.62. b) 

The main findings of this part are presented in the next theorem. 

Theorem 3.4 (Zahaf,2020):  

Consider the closed loop estimate of a faulty hybrid system with time-varying 

delay (3.59.a) and let the input hybrid feedback controller be defined by (3.54.c), 

which is based on the extended state observer and error dynamics, and which meets 

the performance (3.55.a) for faults and varying delay dk, if there exists symmetric 

positive definite matrices Q, N, V, Y, Yf, G, L, X, Ql, l=1:6, Gl, l=1:6, and H satisfying the 

following convex optimization problem: 

𝑚𝑚𝑚𝑚𝑚𝑚
𝛾𝛾,𝑄𝑄,𝑁𝑁,𝑉𝑉,𝑌𝑌,𝐺𝐺,𝐿𝐿,𝑋𝑋

𝛾𝛾                                                                                                       (3.63. a) 

Subject to 

� −1  𝑒𝑒𝑠𝑠𝑇𝑇(𝑘𝑘)
 𝑒𝑒𝑠𝑠(𝑘𝑘) −𝑄𝑄 � < 0                                                                                  (3.63. b) 

�
−𝑢𝑢𝑚𝑚𝑚𝑚𝑚𝑚2 �𝑌𝑌 + 𝑌𝑌𝑓𝑓�

�𝑌𝑌 + 𝑌𝑌𝑓𝑓�
𝑇𝑇

𝑄𝑄 − 𝐺𝐺𝑇𝑇 − 𝐺𝐺
� ≤ 0                                                                  (3.63. c) 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

Ξ ∗ ∗ ∗ ∗ ∗ ∗ ∗
2(𝐴𝐴𝑗𝑗𝐺𝐺 − 𝐵𝐵𝑗𝑗𝑌𝑌𝑓𝑓)𝐴̃𝐴7𝜔𝜔1 −𝑄𝑄 ∗ ∗ ∗ ∗ ∗ ∗

2𝐴𝐴𝑗𝑗𝑗𝑗𝐺𝐺𝐴̃𝐴2𝜔𝜔1 0𝑛𝑛 −𝑄𝑄 ∗ ∗ ∗ ∗ ∗
2𝐺𝐺�𝐴̃𝐴8𝜔𝜔1 0𝑛𝑛 0𝑛𝑛 𝑄𝑄 ∗ ∗ ∗ ∗

2(−𝐹𝐹𝑎𝑎)𝐺𝐺𝐴̃𝐴9𝜔𝜔1 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 −𝑄𝑄 ∗ ∗ ∗
𝐺𝐺𝐴̃𝐴7𝜔𝜔1 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 𝑄𝑄 ∗ ∗

𝑄𝑄0
1/2𝐺𝐺𝐴̃𝐴1𝜔𝜔1 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 𝛾𝛾𝛾𝛾 ∗

𝑅𝑅0
1/2(𝑌𝑌𝐴̃𝐴8 + 𝑌𝑌𝑓𝑓𝐴̃𝐴1)𝜔𝜔1 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 𝛾𝛾𝛾𝛾⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

< 0  (3.63. d) 

Ξ = 𝑄𝑄1 + 𝑄𝑄2 + 𝑄𝑄3 + 𝑄𝑄4 + 𝑄𝑄5 + 𝑄𝑄6 + (𝑑𝑑 + 1)𝑉𝑉0 + 2(𝐻𝐻𝐺𝐺1 + 𝐻𝐻𝑇𝑇𝐺𝐺1𝑇𝑇) + (𝐻𝐻𝐺𝐺2 + 𝐻𝐻𝑇𝑇𝐺𝐺2𝑇𝑇)

− (𝐻𝐻𝐺𝐺3 + +𝐻𝐻𝑇𝑇𝐺𝐺3𝑇𝑇) − (𝐻𝐻𝐺𝐺4 + +𝐻𝐻𝑇𝑇𝐺𝐺4𝑇𝑇)                                            (3.63. e) 

Where:  𝐺𝐺� = 𝐿𝐿𝐶𝐶𝑗𝑗𝐺𝐺, and the feedback matrices 𝐾𝐾 and 𝐾𝐾𝑓𝑓 are given by  𝐾𝐾 =

𝑌𝑌𝐺𝐺−1 𝑎𝑎𝑎𝑎𝑎𝑎  𝐾𝐾𝑓𝑓 = 𝑌𝑌𝑓𝑓𝐺𝐺−1. 
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Proof:  

We let the Lyapunov-Krasovskii functional candidate be (3.62) with P > 0, S > 0 

and 𝑉𝑉0 > 0 to be determined. 

Taking the forward difference of V(k) as ∆𝑉𝑉(𝑘𝑘) = 𝑉𝑉(𝑘𝑘 + 1) − 𝑉𝑉(𝑘𝑘), and with 

respect to time along the trajectory of the system, (3.59.a) yields: 

1 / The difference of 𝑉𝑉1(𝑘𝑘) is: 

∆𝑉𝑉1(𝑘𝑘) = 𝑒𝑒𝑠𝑠𝑇𝑇(𝑘𝑘 + 1)𝑃𝑃𝑒𝑒𝑠𝑠(𝑘𝑘 + 1) − 𝑒𝑒𝑠𝑠𝑇𝑇(𝑘𝑘)𝑃𝑃𝑒𝑒𝑠𝑠(𝑘𝑘)                                   (3.64. a) 

= ��𝐴𝐴𝑗𝑗 − 𝐵𝐵𝑗𝑗𝐾𝐾𝑓𝑓�𝑒𝑒𝑠𝑠(𝑘𝑘) + 𝐴𝐴𝑗𝑗𝑗𝑗𝑒𝑒𝑠𝑠(𝑘𝑘 − 𝑑𝑑𝑘𝑘) − 𝐿𝐿𝐶𝐶𝑗𝑗𝑒𝑒𝑒𝑒𝑒𝑒(𝑘𝑘) + (−𝐹𝐹𝑎𝑎)𝑒𝑒𝑓𝑓(𝑘𝑘)�
𝑇𝑇
𝑃𝑃 ��𝐴𝐴𝑗𝑗

− 𝐵𝐵𝑗𝑗𝐾𝐾𝑓𝑓�𝑒𝑒𝑠𝑠(𝑘𝑘) + 𝐴𝐴𝑗𝑗𝑗𝑗𝑒𝑒𝑠𝑠(𝑘𝑘 − 𝑑𝑑𝑘𝑘) − 𝐿𝐿𝐶𝐶𝑗𝑗𝑒𝑒𝑒𝑒𝑒𝑒(𝑘𝑘) + (−𝐹𝐹𝑎𝑎)𝑒𝑒𝑓𝑓(𝑘𝑘)�

− 𝑒𝑒𝑠𝑠𝑇𝑇(𝑘𝑘)𝑃𝑃𝑒𝑒𝑠𝑠(𝑘𝑘)                                                                                            (3.64. b) 

= 𝑒̃𝑒𝑇𝑇(𝑘𝑘)𝐴̃𝐴7
𝑇𝑇�𝐴𝐴𝑗𝑗 − 𝐵𝐵𝑗𝑗𝐾𝐾𝑓𝑓�

𝑇𝑇
𝑃𝑃�𝐴𝐴𝑗𝑗 − 𝐵𝐵𝑗𝑗𝐾𝐾𝑓𝑓�𝐴̃𝐴7𝑒̃𝑒(𝑘𝑘) + 𝑒̃𝑒𝑇𝑇(𝑘𝑘)𝐴̃𝐴2

𝑇𝑇𝐴𝐴𝑗𝑗𝑗𝑗𝑇𝑇𝑃𝑃𝐴𝐴𝑗𝑗𝑗𝑗𝐴̃𝐴2𝑒̃𝑒(𝑘𝑘)

+ 𝑒̃𝑒𝑇𝑇(𝑘𝑘)𝐴̃𝐴8
𝑇𝑇(𝐿𝐿𝐶𝐶𝑗𝑗)𝑇𝑇𝑃𝑃�𝐿𝐿𝐶𝐶𝑗𝑗�𝐴̃𝐴8𝑒̃𝑒(𝑘𝑘) + 𝑒̃𝑒𝑇𝑇(𝑘𝑘)𝐴̃𝐴9

𝑇𝑇(−𝐹𝐹𝑎𝑎)𝑇𝑇𝑃𝑃(−𝐹𝐹𝑎𝑎)𝐴̃𝐴9𝑒̃𝑒(𝑘𝑘)

+ Γ(𝑒̃𝑒,𝑢𝑢, 𝑒𝑒𝑠𝑠, 𝑒𝑒𝑒𝑒𝑒𝑒, 𝑒𝑒𝑓𝑓) − 𝑒̃𝑒𝑇𝑇(𝑘𝑘)𝐴̃𝐴7
𝑇𝑇𝑃𝑃𝐴̃𝐴7𝑒̃𝑒(𝑘𝑘)                                              (3.64. c) 

Γ(𝑒̃𝑒,𝑢𝑢, 𝑒𝑒𝑠𝑠, 𝑒𝑒𝑒𝑒𝑒𝑒, 𝑒𝑒𝑓𝑓)

= 𝜉𝜉𝑇𝑇(𝑘𝑘)𝜔𝜔1
𝑇𝑇 �𝐴̃𝐴7

𝑇𝑇�𝐴𝐴𝑗𝑗 − 𝐵𝐵𝑗𝑗𝐾𝐾𝑓𝑓�
𝑇𝑇
𝑃𝑃𝐴𝐴𝑗𝑗𝑑𝑑𝐴̃𝐴2 + 𝐴̃𝐴2

𝑇𝑇𝐴𝐴𝑗𝑗𝑗𝑗𝑇𝑇𝑃𝑃�𝐴𝐴𝑗𝑗 − 𝐵𝐵𝑗𝑗𝐾𝐾𝑓𝑓�𝐴̃𝐴7

− 𝐴̃𝐴7
𝑇𝑇�𝐴𝐴𝑗𝑗 − 𝐵𝐵𝑗𝑗𝐾𝐾𝑓𝑓�

𝑇𝑇
𝑃𝑃�𝐿𝐿𝐶𝐶𝑗𝑗�𝐴̃𝐴8 − 𝐴̃𝐴8

𝑇𝑇(𝐿𝐿𝐶𝐶𝑗𝑗)𝑇𝑇𝑃𝑃�𝐴𝐴𝑗𝑗 − 𝐵𝐵𝑗𝑗𝐾𝐾𝑓𝑓�𝐴̃𝐴7

+ 𝐴̃𝐴7
𝑇𝑇�𝐴𝐴𝑗𝑗 − 𝐵𝐵𝑗𝑗𝐾𝐾𝑓𝑓�

𝑇𝑇
𝑃𝑃(−𝐹𝐹𝑎𝑎)𝐴̃𝐴9 + 𝐴̃𝐴9

𝑇𝑇(−𝐹𝐹𝑎𝑎)𝑇𝑇𝑃𝑃�𝐴𝐴𝑗𝑗 − 𝐵𝐵𝑗𝑗𝐾𝐾𝑓𝑓�𝐴̃𝐴7

− 𝐴̃𝐴2
𝑇𝑇𝐴𝐴𝑗𝑗𝑗𝑗𝑇𝑇𝑃𝑃�𝐿𝐿𝐶𝐶𝑗𝑗�𝐴̃𝐴8 − 𝐴̃𝐴8

𝑇𝑇(𝐿𝐿𝐶𝐶𝑗𝑗)𝑇𝑇𝑃𝑃𝐴𝐴𝑗𝑗𝑗𝑗𝐴̃𝐴2 + 𝐴̃𝐴2
𝑇𝑇𝐴𝐴𝑗𝑗𝑗𝑗𝑇𝑇𝑃𝑃(−𝐹𝐹𝑎𝑎)𝐴̃𝐴9

+ 𝐴̃𝐴9
𝑇𝑇(−𝐹𝐹𝑎𝑎)𝑇𝑇𝑃𝑃𝐴𝐴𝑗𝑗𝑗𝑗𝐴̃𝐴2 − 𝐴̃𝐴8

𝑇𝑇(𝐿𝐿𝐶𝐶𝑗𝑗)𝑇𝑇𝑃𝑃(−𝐹𝐹𝑎𝑎)𝐴̃𝐴9

− 𝐴̃𝐴9
𝑇𝑇(−𝐹𝐹𝑎𝑎)𝑇𝑇𝑃𝑃�𝐿𝐿𝐶𝐶𝑗𝑗�𝐴̃𝐴8�𝜔𝜔1𝜉𝜉(𝑘𝑘)                                                              (3.64. d) 

= 𝜉𝜉𝑇𝑇(𝑘𝑘)𝜔𝜔1𝑇𝑇 �𝐴̃𝐴7
𝑇𝑇�𝐴𝐴𝑗𝑗 − 𝐵𝐵𝑗𝑗𝐾𝐾𝑓𝑓�

𝑇𝑇
𝑃𝑃�𝐴𝐴𝑗𝑗 − 𝐵𝐵𝑗𝑗𝐾𝐾𝑓𝑓�𝐴̃𝐴7 + 𝐴̃𝐴2

𝑇𝑇𝐴𝐴𝑗𝑗𝑗𝑗𝑇𝑇𝑃𝑃𝐴𝐴𝑗𝑗𝑗𝑗𝐴̃𝐴2 + 𝐴̃𝐴8
𝑇𝑇(𝐿𝐿𝐶𝐶𝑗𝑗)𝑇𝑇𝑃𝑃�𝐿𝐿𝐶𝐶𝑗𝑗�𝐴̃𝐴8

+ 𝐴̃𝐴9
𝑇𝑇(−𝐹𝐹𝑎𝑎)𝑇𝑇𝑃𝑃(−𝐹𝐹𝑎𝑎)𝐴̃𝐴9 + Γ(𝑒̃𝑒,𝑢𝑢, 𝑒𝑒𝑠𝑠, 𝑒𝑒𝑒𝑒𝑒𝑒, 𝑒𝑒𝑓𝑓) − 𝐴̃𝐴7

𝑇𝑇𝑃𝑃𝐴̃𝐴7�𝜔𝜔1𝜉𝜉(𝑘𝑘)        (3.65) 

2 / The difference of 𝑉𝑉2(𝑘𝑘) is: 

∆𝑉𝑉2(𝑘𝑘) = � 𝑒̃𝑒𝑇𝑇(𝑣𝑣)𝑆𝑆𝑒̃𝑒(𝑣𝑣)
𝑘𝑘

𝑣𝑣=𝑘𝑘+1−𝑑𝑑𝑘𝑘+1
−� 𝑒̃𝑒𝑇𝑇(𝑣𝑣)𝑆𝑆𝑒̃𝑒(𝑣𝑣)

𝑘𝑘−1

𝑣𝑣=𝑘𝑘−𝑑𝑑𝑘𝑘
                                  (3.66. a) 
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Applying Lemma C.8, we get: 

∆𝑉𝑉2(𝑘𝑘) = 𝑒̃𝑒𝑇𝑇(𝑘𝑘)𝑆𝑆𝑒̃𝑒(𝑘𝑘) − 𝑒̃𝑒𝑇𝑇(𝑘𝑘 − 𝑑𝑑𝑘𝑘)𝑆𝑆𝑒̃𝑒(𝑘𝑘 − 𝑑𝑑𝑘𝑘)                                (3.66. b) 

∆𝑉𝑉2(𝑘𝑘) = 𝜉𝜉𝑇𝑇(𝑘𝑘)𝜔𝜔1𝑇𝑇𝑆𝑆𝜔𝜔1𝜉𝜉(𝑘𝑘) − 𝜉𝜉𝑇𝑇(𝑘𝑘)𝜔𝜔2
𝑇𝑇𝑆𝑆𝜔𝜔2𝜉𝜉(𝑘𝑘)                               (3.66. c) 

∆𝑉𝑉2(𝑘𝑘) = 𝜉𝜉𝑇𝑇(𝑘𝑘)(𝜔𝜔1𝑇𝑇𝑆𝑆𝜔𝜔1 − 𝜔𝜔2
𝑇𝑇𝑆𝑆𝜔𝜔2)𝜉𝜉(𝑘𝑘)                                              (3.66. d) 

3 / The difference of 𝑉𝑉3(𝑘𝑘) is: 

𝑉𝑉3(𝑘𝑘) = � � 𝑒̃𝑒𝑇𝑇(𝑠𝑠)𝑉𝑉0𝑒̃𝑒(𝑠𝑠)
𝑘𝑘

𝑠𝑠=𝑘𝑘−𝑟𝑟

1−𝑑𝑑𝑚𝑚

𝑟𝑟=1−𝑑𝑑𝑀𝑀

−  � � 𝑒̃𝑒𝑇𝑇(𝑠𝑠)𝑉𝑉0𝑒̃𝑒(𝑠𝑠)
𝑘𝑘−1

𝑠𝑠=𝑘𝑘−1+𝑟𝑟

1−𝑑𝑑𝑚𝑚

𝑟𝑟=1−𝑑𝑑𝑀𝑀
                                                (3.67. a) 

= (𝑑𝑑𝑘𝑘 + 1)𝑒̃𝑒𝑇𝑇(𝑠𝑠)𝑉𝑉0𝑒̃𝑒(𝑠𝑠) −� 𝑒̃𝑒𝑇𝑇(𝑠𝑠)𝑉𝑉0𝑒̃𝑒(𝑠𝑠)
𝑘𝑘−𝑑𝑑𝑚𝑚

𝑠𝑠=𝑘𝑘−𝑑𝑑𝑀𝑀
                                         (3.67. b) 

Utilizing Lemma C.8 again: 

= (𝑑𝑑𝑘𝑘 + 1)𝑒̃𝑒𝑇𝑇(𝑘𝑘)𝑉𝑉0𝑒̃𝑒(𝑘𝑘)− 𝑒̃𝑒𝑇𝑇(𝑘𝑘 − 𝑑𝑑𝑀𝑀)𝑉𝑉0𝑒̃𝑒(𝑘𝑘 − 𝑑𝑑𝑀𝑀)

− 𝑒̃𝑒𝑇𝑇(𝑘𝑘 − 𝑑𝑑𝑚𝑚)𝑉𝑉𝑒̃𝑒(𝑘𝑘 − 𝑑𝑑𝑚𝑚)                                                                         (3.67. c) 

∆𝑉𝑉3(𝑘𝑘) = 𝜉𝜉𝑇𝑇(𝑘𝑘)((𝑑𝑑 + 1)𝜔𝜔1
𝑇𝑇𝑉𝑉0𝜔𝜔1 − 𝜔𝜔3

𝑇𝑇𝑉𝑉0𝜔𝜔3 − 𝜔𝜔4𝑇𝑇𝑉𝑉0𝜔𝜔4)𝜉𝜉(𝑘𝑘)              (3.67. d) 

Substituting ∆𝑉𝑉(𝑘𝑘) in (3.62), we obtain: 

= 𝜉𝜉𝑇𝑇(𝑘𝑘)𝜔𝜔1𝑇𝑇 �𝐴̃𝐴7
𝑇𝑇�𝐴𝐴𝑗𝑗 − 𝐵𝐵𝑗𝑗𝐾𝐾𝑓𝑓�

𝑇𝑇
𝑃𝑃�𝐴𝐴𝑗𝑗 − 𝐵𝐵𝑗𝑗𝐾𝐾𝑓𝑓�𝐴̃𝐴7 + 𝐴̃𝐴2

𝑇𝑇𝐴𝐴𝑗𝑗𝑗𝑗𝑇𝑇𝑃𝑃𝐴𝐴𝑗𝑗𝑗𝑗𝐴̃𝐴2 + 𝐴̃𝐴8
𝑇𝑇(𝐿𝐿𝐶𝐶𝑗𝑗)𝑇𝑇𝑃𝑃�𝐿𝐿𝐶𝐶𝑗𝑗�𝐴̃𝐴8

+ 𝐴̃𝐴9
𝑇𝑇(−𝐹𝐹𝑎𝑎)𝑇𝑇𝑃𝑃(−𝐹𝐹𝑎𝑎)𝐴̃𝐴9 + Γ(𝑒̃𝑒,𝑢𝑢, 𝑒𝑒𝑠𝑠, 𝑒𝑒𝑒𝑒𝑒𝑒, 𝑒𝑒𝑓𝑓) − 𝐴̃𝐴7

𝑇𝑇𝑃𝑃𝐴̃𝐴7)𝜔𝜔1𝜉𝜉(𝑘𝑘)

+ 𝜉𝜉𝑇𝑇(𝑘𝑘)(𝜔𝜔1𝑇𝑇𝑆𝑆𝜔𝜔1 − 𝜔𝜔2
𝑇𝑇𝑆𝑆𝜔𝜔2 + (𝑑𝑑 + 1)𝜔𝜔1

𝑇𝑇𝑉𝑉0𝜔𝜔1 − 𝜔𝜔3
𝑇𝑇𝑉𝑉0𝜔𝜔3 − 𝜔𝜔4𝑇𝑇𝑉𝑉0𝜔𝜔4� 𝜉𝜉(𝑘𝑘)

≤ −𝑒̃𝑒𝑇𝑇(𝑘𝑘)𝑄𝑄0𝑒̃𝑒(𝑘𝑘) − 𝑢𝑢𝑓𝑓𝑇𝑇(𝑘𝑘)𝑅𝑅0𝑢𝑢𝑓𝑓(𝑘𝑘)                                                         (3.68. a) 

Then 

= 𝜔𝜔1
𝑇𝑇𝐺𝐺𝑇𝑇 �𝐴̃𝐴7

𝑇𝑇�𝐴𝐴𝑗𝑗 − 𝐵𝐵𝑙𝑙𝐾𝐾𝑓𝑓�
𝑇𝑇
𝑃𝑃�𝐴𝐴𝑗𝑗 − 𝐵𝐵𝑙𝑙𝐾𝐾𝑓𝑓�𝐴̃𝐴7 + 𝐴̃𝐴2

𝑇𝑇𝐴𝐴𝑙𝑙𝑙𝑙𝑇𝑇𝑃𝑃𝐴𝐴𝑗𝑗𝑗𝑗𝐴̃𝐴2 + 𝐴̃𝐴8
𝑇𝑇(𝐿𝐿𝐶𝐶𝑗𝑗)𝑇𝑇𝑃𝑃�𝐿𝐿𝐶𝐶𝑗𝑗�𝐴̃𝐴8

+ 𝐴̃𝐴9
𝑇𝑇(−𝐹𝐹𝑎𝑎)𝑇𝑇𝑃𝑃(−𝐹𝐹𝑎𝑎)𝐴̃𝐴9 + Γ(𝑒̃𝑒,𝑢𝑢, 𝑒𝑒𝑠𝑠, 𝑒𝑒𝑒𝑒𝑒𝑒, 𝑒𝑒𝑓𝑓) − 𝐴̃𝐴7

𝑇𝑇𝑃𝑃𝐴̃𝐴7� 𝐺𝐺𝜔𝜔1

+ 𝜔𝜔1
𝑇𝑇𝐺𝐺𝑇𝑇𝑆𝑆𝐺𝐺𝐺𝐺1 − 𝜔𝜔2

𝑇𝑇𝐺𝐺𝑇𝑇𝑆𝑆𝐺𝐺𝐺𝐺2 + (𝑑𝑑 + 1)𝜔𝜔1
𝑇𝑇𝐺𝐺𝑇𝑇𝑉𝑉0𝐺𝐺𝜔𝜔1 − 𝜔𝜔3

𝑇𝑇𝐺𝐺𝑇𝑇𝑉𝑉0𝐺𝐺𝜔𝜔3

− 𝜔𝜔4𝑇𝑇𝐺𝐺𝑇𝑇𝑉𝑉0𝐺𝐺𝜔𝜔4 + 𝜔𝜔1
𝑇𝑇𝐺𝐺𝑇𝑇𝑄𝑄0𝐺𝐺𝜔𝜔1 + 𝜔𝜔1

𝑇𝑇�𝑌𝑌𝐴̃𝐴8 + 𝑌𝑌𝑓𝑓𝐴̃𝐴1�
𝑇𝑇
𝑅𝑅0�𝑌𝑌𝐴̃𝐴8 + 𝑌𝑌𝑓𝑓𝐴̃𝐴1�𝜔𝜔1

≤ 0                                                                                                                   (3.68. b) 

Based on Assumption 3.5, the previous inequality, leads to: 



Robust Fault Tolerant Optimal Predictive Control for Hybrid Systems with Time-Delay:  
Theoretical Results 

94 
 

𝜔𝜔1
𝑇𝑇 �2(𝐴̃𝐴7

𝑇𝑇�𝐴𝐴𝑗𝑗𝐺𝐺 − 𝐵𝐵𝑗𝑗𝑌𝑌𝑓𝑓�
𝑇𝑇
𝑃𝑃�𝐴𝐴𝑗𝑗𝐺𝐺 − 𝐵𝐵𝑗𝑗𝑌𝑌𝑓𝑓�𝐴̃𝐴7 + 2𝐴̃𝐴2

𝑇𝑇𝐺𝐺𝑇𝑇𝐴𝐴𝑗𝑗𝑗𝑗𝑇𝑇𝑃𝑃𝐴𝐴𝑗𝑗𝑗𝑗𝐺𝐺𝐴̃𝐴2

− 2𝐴̃𝐴8
𝑇𝑇𝐺𝐺𝑇𝑇(𝐿𝐿𝐶𝐶𝑗𝑗)𝑇𝑇𝑃𝑃�𝐿𝐿𝐶𝐶𝑗𝑗�𝐺𝐺𝐴̃𝐴8 + 2𝐴̃𝐴9

𝑇𝑇𝐺𝐺𝑇𝑇(−𝐹𝐹𝑎𝑎)𝑇𝑇𝑃𝑃(−𝐹𝐹𝑎𝑎)𝐺𝐺𝐴̃𝐴9)

− 𝐴̃𝐴7
𝑇𝑇𝐺𝐺𝑇𝑇𝑃𝑃𝐺𝐺𝐴̃𝐴7�𝜔𝜔1 + Λ(𝑄𝑄𝑖𝑖) + 𝜔𝜔1

𝑇𝑇𝐺𝐺𝑇𝑇𝑆𝑆𝐺𝐺𝐺𝐺1 − 𝜔𝜔2
𝑇𝑇𝐺𝐺𝑇𝑇𝑆𝑆𝐺𝐺𝐺𝐺2

+ (𝑑𝑑 + 1)𝜔𝜔1
𝑇𝑇𝐺𝐺𝑇𝑇𝑉𝑉0𝐺𝐺𝜔𝜔1 − 𝜔𝜔3

𝑇𝑇𝐺𝐺𝑇𝑇𝑉𝑉0𝐺𝐺𝜔𝜔3 − 𝜔𝜔4𝑇𝑇𝐺𝐺𝑇𝑇𝑉𝑉0𝐺𝐺𝜔𝜔4 + 𝜔𝜔1
𝑇𝑇𝐺𝐺𝑇𝑇𝑄𝑄0𝐺𝐺𝜔𝜔1

+ 𝜔𝜔1
𝑇𝑇�𝑌𝑌𝐴̃𝐴8 + 𝑌𝑌𝑓𝑓𝐴̃𝐴1�

𝑇𝑇
𝑅𝑅0�𝑌𝑌𝐴̃𝐴8 + 𝑌𝑌𝑓𝑓𝐴̃𝐴1�𝜔𝜔1 ≤ 0                                        (3.68. c) 

Where : 

Λ(𝑄𝑄𝑖𝑖) = 𝑄𝑄1 + 𝑄𝑄2 + 𝑄𝑄3 + 𝑄𝑄4 + 𝑄𝑄5 + 𝑄𝑄6                                           (3.68. d) 

Applying Lemma C.5 on next term: 

(𝜔𝜔1
𝑇𝑇𝐺𝐺𝑇𝑇𝑆𝑆𝐺𝐺𝐺𝐺1 − 𝜔𝜔2

𝑇𝑇𝐺𝐺𝑇𝑇𝑆𝑆𝐺𝐺𝐺𝐺2 + (𝑑𝑑 + 1)𝜔𝜔1
𝑇𝑇𝐺𝐺𝑇𝑇𝑉𝑉0𝐺𝐺𝜔𝜔1 − 𝜔𝜔3

𝑇𝑇𝐺𝐺𝑇𝑇𝑉𝑉0𝐺𝐺𝜔𝜔3

− 𝜔𝜔4𝑇𝑇𝐺𝐺𝑇𝑇𝑉𝑉0𝐺𝐺𝜔𝜔4)                                                                                             (3.68. e) 

We put :    𝐺𝐺𝑝𝑝 = 𝐺𝐺𝜔𝜔𝑝𝑝,  𝑝𝑝 = 1, … ,4 

And we get: 

Φ = (𝑑𝑑𝑘𝑘 + 1)𝑉𝑉0 + 2(𝐻𝐻𝐺𝐺1 + 𝐻𝐻𝑇𝑇𝐺𝐺1𝑇𝑇) + (𝐻𝐻𝐺𝐺2 + 𝐻𝐻𝑇𝑇𝐺𝐺2𝑇𝑇) − (𝐻𝐻𝐺𝐺3 + +𝐻𝐻𝑇𝑇𝐺𝐺3𝑇𝑇)

− (𝐻𝐻𝐺𝐺4 + +𝐻𝐻𝑇𝑇𝐺𝐺4𝑇𝑇)                                                                                  (3.68. f) 

By substituting 𝑃𝑃 = 𝛾𝛾𝑄𝑄−1, 

Using the Schur complement to (3.68.c), we get (3.63.d) 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

Ξ ∗ ∗ ∗ ∗ ∗ ∗ ∗
2(𝐴𝐴𝑗𝑗𝐺𝐺 − 𝐵𝐵𝑗𝑗𝑌𝑌𝑓𝑓)𝐴̃𝐴7𝜔𝜔1 −𝑄𝑄 ∗ ∗ ∗ ∗ ∗ ∗

2𝐴𝐴𝑗𝑗𝑗𝑗𝐺𝐺𝐴̃𝐴2𝜔𝜔1 0𝑛𝑛 −𝑄𝑄 ∗ ∗ ∗ ∗ ∗
2𝐺𝐺�𝐴̃𝐴8𝜔𝜔1 0𝑛𝑛 0𝑛𝑛 𝑄𝑄 ∗ ∗ ∗ ∗

2(−𝐹𝐹𝑎𝑎)𝐺𝐺𝐴̃𝐴9𝜔𝜔1 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 −𝑄𝑄 ∗ ∗ ∗
𝐺𝐺𝐴̃𝐴7𝜔𝜔1 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 𝑄𝑄 ∗ ∗

𝑄𝑄0
1/2𝐺𝐺𝐴̃𝐴1𝜔𝜔1 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 𝛾𝛾𝛾𝛾 ∗

𝑅𝑅0
1/2(𝑌𝑌𝐴̃𝐴8 + 𝑌𝑌𝑓𝑓𝐴̃𝐴1)𝜔𝜔1 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 𝛾𝛾𝛾𝛾⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

< 0 (3.68. g) 

 

- For the LMI (3.63.b), it is obtained by the following steps: 

The performance index 𝑗𝑗(𝑘𝑘) may admit an upper bound like 𝛾𝛾. Then:  

 𝑒𝑒𝑠𝑠𝑇𝑇 (𝑘𝑘 𝑘𝑘)⁄ 𝑃𝑃 𝑒𝑒𝑠𝑠 (𝑘𝑘 𝑘𝑘)⁄ ≤ 𝛾𝛾                                                                             (3.69. a) 
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Thus, the upper bound would be found from the minimization problem. The 

inequality (3.69.a) may be written as follows:  

 𝑒𝑒𝑠𝑠𝑇𝑇 (𝑘𝑘 𝑘𝑘)⁄ 𝑄𝑄−1 𝑒𝑒𝑠𝑠 (𝑘𝑘 𝑘𝑘)⁄ ≤ 𝐼𝐼                                                                         (3.69. b) 

As a result, the inequality (3.63.b) would be obtained using Schur’s 

complement lemma. 

- For the input constraint LMI formulation, it is obtained as follows: 

|𝑢𝑢ℎ(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )| ≤ 𝑢𝑢ℎ,𝑚𝑚𝑚𝑚𝑚𝑚 ,    𝑖𝑖 ≥ 0,    ℎ = 1,2, … , 𝑞𝑞                                (3.70. a) 

‖𝑢𝑢(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )‖𝑚𝑚𝑚𝑚𝑚𝑚 ≜ 𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖

𝑢𝑢𝑖𝑖(𝑘𝑘 + 𝑖𝑖 𝑘𝑘⁄ )                                                  (3.70. 𝑏𝑏) 

𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖>0

‖𝑢𝑢(𝑘𝑘)‖𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖>0

‖𝐹𝐹𝑥𝑥�(𝑘𝑘)‖𝑚𝑚𝑚𝑚𝑚𝑚                                                     (3.70. 𝑐𝑐) 

𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖>0

‖𝑢𝑢(𝑘𝑘)‖𝑚𝑚𝑚𝑚𝑚𝑚 ≥ 𝑚𝑚𝑚𝑚𝑚𝑚
𝑎𝑎∈ℜ

|𝐹𝐹𝐹𝐹|2 ⇔                                                            (3.70. 𝑑𝑑) 

𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖>0

‖𝑢𝑢(𝑘𝑘)‖𝑚𝑚𝑚𝑚𝑚𝑚 ≥ �𝐹𝐹𝑃𝑃
1
2�

2

2
                                                                      (3.71. 𝑎𝑎) 

𝑢𝑢𝑚𝑚𝑚𝑚𝑚𝑚 ≥ 𝜎𝜎� �𝐹𝐹𝑄𝑄−12� ⇔ 𝑢𝑢𝑚𝑚𝑚𝑚𝑚𝑚2 ≥ 𝑄𝑄−12𝐹𝐹𝑇𝑇𝐹𝐹𝑄𝑄−12                                          (3.71. 𝑏𝑏) 

−𝑢𝑢𝑚𝑚𝑚𝑚𝑚𝑚2 + 𝑄𝑄−12𝐹𝐹𝑇𝑇𝐹𝐹𝑄𝑄−12 ≤ 0                                                                          (3.71. 𝑐𝑐) 

Using Schur complement, we obtain: 

�
−𝑢𝑢𝑚𝑚𝑚𝑚𝑚𝑚2 (𝑌𝑌𝐺𝐺−1 + 𝑌𝑌𝑓𝑓𝐺𝐺−1)

(𝑌𝑌𝐺𝐺−1 + 𝑌𝑌𝑓𝑓𝐺𝐺−1) −𝑄𝑄
� ≤ 0                                          (3.71. 𝑑𝑑) 

Multiplying the right by �𝐼𝐼 𝑂𝑂
0 𝐺𝐺� and the left by �𝐼𝐼 𝑂𝑂

0 𝐺𝐺𝑇𝑇�, we get (3.63.c): 

�
−𝑢𝑢𝑚𝑚𝑚𝑚𝑚𝑚2 �𝑌𝑌 + 𝑌𝑌𝑓𝑓�

�𝑌𝑌 + 𝑌𝑌𝑓𝑓�
𝑇𝑇

𝑄𝑄 − 𝐺𝐺𝑇𝑇 − 𝐺𝐺
� ≤ 0                                                               (3.71. 𝑒𝑒) 

This ends the proof of theorem 3.5. 
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 How it Can Set-Up a Hybrid Control Approach to Deal with Actuators 

Faults and Time-Delay? 

Since the presented results in Theorem 3.4 are developed to deal with 

occurring faults and time-delay. We consider that HS is tuning according to (3.51). 

At the moment that faults occur, the AFTC strategy is activated for the computation 

of the optimal control to compensate the faulty behavior, based on the given 

conditions in theorem 3.4; where it is considered as a discrete dynamic since the 

faults happened in discrete instants.  

However, at instant 𝑡𝑡 = 𝑡𝑡𝑓𝑓 + 𝑖𝑖, the reconfigurable controller is handling the 

fault effect. By the way, it is not required to have an explanation that the obtained 

controller from Theorem 3.4 have reliable specifications and robust performances. 

Our aim is applying an alternative scenario to avoid Zeno phenomena during the 

control process for HS. If there are no faults and only time-delay, where this latter 

is often happening in process control and applications, we consider that the control 

approach to deal with time-delay is only the continuous dynamic in the hybrid 

control strategy. 

In this part, it is assumed that the states of the hybrid actuators system are 

not measurable at due time, influenced by time-delay of actuators or the 

transmission-delay. So, to estimate the state with time delay in the feedback 

channel, an observer is designed as follow: 

�
𝑥𝑥�(𝑘𝑘 + 1) = 𝐴𝐴𝑗𝑗𝑥𝑥�(𝑘𝑘) + 𝐴𝐴𝑗𝑗𝑗𝑗𝑥𝑥�(𝑘𝑘 − 𝑑𝑑𝑘𝑘) + 𝐵𝐵𝑗𝑗𝑢𝑢𝑓𝑓(𝑘𝑘) + 𝐿𝐿�𝑦𝑦(𝑘𝑘) − 𝑦𝑦�(𝑘𝑘)�

𝑦𝑦�(𝑘𝑘) = 𝐶𝐶𝑗𝑗𝑥𝑥�(𝑘𝑘)                                                           
  (3.72) 

With the adaption of (3.58) with (3.51.) and (3.72) using (3.6), and using the 

control law of (3.54), taking into consideration that 𝐾𝐾𝑓𝑓 represents the controller gain 

to be generated in case of time-delay. The necessary conditions of the closed loop 

discrete-time hybrid system with time-delay for the optimization problem is 

represented as follows: 

�
𝑥𝑥�(𝑘𝑘 + 1) = �𝐴𝐴𝑗𝑗 − 𝐵𝐵𝑗𝑗𝐾𝐾𝑓𝑓�𝑥𝑥�(𝑘𝑘) + 𝐴𝐴𝑗𝑗𝑗𝑗𝑥𝑥�(𝑘𝑘 − 𝑑𝑑𝑘𝑘) − 𝐿𝐿𝐶𝐶𝑗𝑗𝑒𝑒(𝑘𝑘)

𝑒𝑒(𝑘𝑘 + 1) = �𝐴𝐴𝑗𝑗 − 𝐿𝐿𝐶𝐶𝑗𝑗�𝑒𝑒(𝑘𝑘) + 𝐴𝐴𝑗𝑗𝑗𝑗𝑒𝑒(𝑘𝑘 − 𝑑𝑑𝑘𝑘)
                  (3.73) 
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The new augmented system related to time-delay can only be written as: 

𝑥𝑥�(𝑘𝑘 + 1) = 𝐴̃𝐴(𝑘𝑘)𝑥𝑥�(𝑘𝑘)                                                                                 (3.74. a) 

Where: 

𝑥𝑥�(𝑘𝑘) = [𝑥𝑥�𝑇𝑇(𝑘𝑘)   𝑥𝑥�𝑇𝑇(𝑘𝑘 − 𝑑𝑑𝑘𝑘)   𝑒𝑒𝑇𝑇(𝑘𝑘)    𝑒𝑒𝑇𝑇(𝑘𝑘 − 𝑑𝑑𝑘𝑘)]𝑇𝑇                          (3.74. 𝑏𝑏) 

𝐴̃𝐴(𝑘𝑘) =

⎣
⎢
⎢
⎢
⎡𝐴̃𝐴1(𝑘𝑘)
𝐴̃𝐴2(𝑘𝑘)
𝐴̃𝐴3(𝑘𝑘)
𝐴̃𝐴4(𝑘𝑘)⎦

⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎡�𝐴𝐴𝑗𝑗 − 𝐵𝐵𝑗𝑗𝐾𝐾𝑓𝑓� 𝐴𝐴𝑗𝑗𝑗𝑗 −𝐿𝐿𝐶𝐶𝑗𝑗 0𝑛𝑛

0𝑛𝑛 0𝑛𝑛 �𝐴𝐴𝑗𝑗 − 𝐿𝐿𝐶𝐶𝑗𝑗� 𝐴𝐴𝑑𝑑
𝐼𝐼𝑛𝑛 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛
0𝑛𝑛 𝐼𝐼𝑛𝑛 0𝑛𝑛 0𝑛𝑛⎦

⎥
⎥
⎥
⎤
               (3.74. 𝑐𝑐) 

𝐴̃𝐴5(𝑘𝑘) = [0𝑛𝑛0𝑛𝑛𝐼𝐼𝑛𝑛0𝑛𝑛]                                                                                   (3.74. 𝑑𝑑) 

Then, we can describe the different variables as follows: 

�
𝑥𝑥�(𝑘𝑘 + 1) = 𝐴̃𝐴1(𝑘𝑘)𝑥𝑥�(𝑘𝑘),    𝑒𝑒(𝑘𝑘 + 1) = 𝐴̃𝐴2(𝑘𝑘)𝑥𝑥�(𝑘𝑘)
𝑥𝑥�(𝑘𝑘) = 𝐴̃𝐴3(𝑘𝑘)𝑥𝑥�(𝑘𝑘),           𝑥𝑥�(𝑘𝑘 − 𝑑𝑑𝑘𝑘) = 𝐴̃𝐴4(𝑘𝑘)𝑥𝑥�(𝑘𝑘)
𝑒𝑒(𝑘𝑘) = 𝐴̃𝐴5(𝑘𝑘)𝑥𝑥�(𝑘𝑘),           𝑥𝑥�(𝑘𝑘) = 𝜔𝜔1𝜉𝜉(𝑘𝑘)               

                          (3.74. e) 

The main reason to provide additional conditions as a continuous dynamic 

for the control approach is avoiding that the LMI (3.63.d) is Nonsingular, at the time 

to compute the optimal control, in case of time-delay without occurring faults. In 

order to avoid Zeno phenomena for the control strategy, after dealing with actuators 

faults. Therefore, the next theorem is derived from theorem 3.4. 

Theorem 3.5:  

Consider the closed loop estimate of hybrid system with time-varying delay 

(3.59.a) and let the input hybrid feedback controller be defined by (3.54.c), which is 

based on the extended state observer and error dynamics, and which meets the 

performance (3.55.a) for faults and varying delay dk, if there exists symmetric 

positive definite matrices Q, N, V, Y, Yf, G, L, X, Ql, l=1:6, Gl, l=1:6, and H satisfying the 

following convex optimization problem: 

𝑚𝑚𝑚𝑚𝑚𝑚
𝛾𝛾,𝑄𝑄,𝑁𝑁,𝑉𝑉,𝑌𝑌,𝐺𝐺,𝐿𝐿,𝑋𝑋

𝛾𝛾                                                                                                        (3.75. a) 

Subject to 

� −1  𝑒𝑒𝑇𝑇(𝑘𝑘)
 𝑒𝑒(𝑘𝑘) −𝑄𝑄 � < 0                                                                                    (3.75. b) 
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� −𝑢𝑢𝑚𝑚𝑚𝑚𝑚𝑚2 (𝑌𝑌 + 𝑌𝑌𝑑𝑑)
(𝑌𝑌 + 𝑌𝑌𝑑𝑑)𝑇𝑇 𝑄𝑄 − 𝐺𝐺𝑇𝑇 − 𝐺𝐺

� ≤ 0                                                                 (3.75. c) 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

Ψ ∗ ∗ ∗ ∗ ∗ ∗
2(𝐴𝐴𝑗𝑗𝐺𝐺 − 𝐵𝐵𝑗𝑗𝑌𝑌𝑓𝑓)𝐴̃𝐴3𝜔𝜔1 −𝑄𝑄 ∗ ∗ ∗ ∗ ∗

2𝐴𝐴𝑙𝑙𝑙𝑙𝐺𝐺𝐴̃𝐴4𝜔𝜔1 0𝑛𝑛 −𝑄𝑄 ∗ ∗ ∗ ∗
2𝐺𝐺�𝐴̃𝐴5𝜔𝜔1 0𝑛𝑛 0𝑛𝑛 𝑄𝑄 ∗ ∗ ∗
𝐺𝐺𝐴̃𝐴7𝜔𝜔1 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 𝑄𝑄 ∗ ∗

𝑄𝑄0
1/2𝐺𝐺𝐴̃𝐴1𝜔𝜔1 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 𝛾𝛾𝛾𝛾 ∗

𝑅𝑅0
1/2(𝑌𝑌𝐴̃𝐴8 + 𝑌𝑌𝑓𝑓𝐴̃𝐴1)𝜔𝜔1 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 0𝑛𝑛 𝛾𝛾𝛾𝛾⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

< 0            (3.75. d) 

Ψ = 𝑄𝑄1 + 𝑄𝑄2 + 𝑄𝑄3 + 𝑄𝑄4 + (𝑑𝑑 + 1)𝑉𝑉0 + 2(𝐻𝐻𝐺𝐺1 + 𝐻𝐻𝑇𝑇𝐺𝐺1𝑇𝑇) + (𝐻𝐻𝐺𝐺2 + 𝐻𝐻𝑇𝑇𝐺𝐺2𝑇𝑇)

− (𝐻𝐻𝐺𝐺3 + +𝐻𝐻𝑇𝑇𝐺𝐺3𝑇𝑇) − (𝐻𝐻𝐺𝐺4 + +𝐻𝐻𝑇𝑇𝐺𝐺4𝑇𝑇)                                            (3.75. e) 

Where:  𝐺𝐺� = 𝐿𝐿𝐶𝐶𝑗𝑗𝐺𝐺, and the feedback matrices 𝐾𝐾 and 𝐾𝐾𝑓𝑓 are given by  𝐾𝐾 =

𝑌𝑌𝐺𝐺−1 𝑎𝑎𝑎𝑎𝑎𝑎  𝐾𝐾𝑓𝑓 = 𝑌𝑌𝑑𝑑𝐺𝐺−1. 

 

Proof: 

Following steps on the proof of theorem 3.4, then the main results in theorem 

3.5 are obtained. 

 

For a best visibility of the proposed hybrid control approach HFTPC, the next 

Algorithm summary the stages of the transition between control modes, as a 

discrete and continuous dynamic. 
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Algorithm 3.2. 

Step 1: Initialize the model parameters by giving an admissible controller Gain,  

Step 2:  According to the general transition ”Switching” function, activate and 

apply the 𝑗𝑗𝑡𝑡ℎ sub-system, 

Step 3:  Solve the LMIs problem in Theorem 3.5 to compute a feasible solution, as 

controller scheme for the continuous dynamic, 

Step 4: The feasibility of the problem results in robustly asymptotically stabilizing 

matrices 𝐾𝐾,𝐾𝐾𝑓𝑓 and 𝐿𝐿, 

Step 5: If a fault occurred, activate the discrete dynamic by replacing the set of 

LMIs to be solved in Step 3 by the LMIs in the theorem 3.4. Otherwise, move to the 

next step, 

Step 6: Update the transition function for the (𝑗𝑗𝑡𝑡ℎ + 1) sub-system if it exists, 

Step 7: Stop when the optimization problem (3.10), (cost function) results in 

optimality solution and robustly asymptotically stabilizing matrices 𝐾𝐾,𝐾𝐾𝑓𝑓 and 𝐿𝐿; 

Otherwise, let k=k+1 and go back to Step 3. 

To give a best visibility and show the effectiveness of the proposed control 

approach HFTPC (Theorem 3.4); Table 3.1 performs and presents a performances 

comparison and comparison study with similar and related works in the literature. 
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Table 3.1 Comparison Study 

Our Proposed Control Approach 
HFTPC 

Other Approaches 
Corresponding 

References 

The proposed control approach based on 
model predictive control is globally 
asymptotically stable based on Lyapunov-
Krasovskii function. 

The control strategy based on Model 
predictive control was analyzed without 
stability study 

(Ishihara, 2018, 
Klancar,2007; 

Cavanini,2018) 

The tracking desired position converges 
more smoothly to the origin due. While the 
closed-loop tracking error converges 
exponentially to the range set due. While 
the robustness is improved even in 
presence of faults. 

The closed-loop system is uniformly 
ultimately bounded stable, and the 
tracking error converges exponentially 
only to a compact set, this is due to the 
conservative conditions in online 
optimization. 

(Wu,2017; 
Ishihara,2018; 

Sun,2016; 
Klancar,2007) 

No fault detection and isolation (FDI) 
loop is used, the controller deals directly 
with the occurrence of actuator faults, by 
updating the controller to compensate the 
undesirable effect. 

- Fault detection and isolation (FDI)
loop was introduced. 

(Li,2018) 

- No Fault detection and isolation (FDI)
loop were introduced. 

(Wang,2017) 

The hybrid system based on real physical 
hybrid actuators (Pneumatic and Electric). 

- Considering the switching mode as a
hybrid system 

(Wang,2017) 

The controller is adapting online to 
compensate the actuator fault's effect based 
on estimated actuator faults and error 
dynamics and estimated states, the 
reformulation of the constrained hybrid 
predictive problem in terms of LMIs has 
allowed us easily to both integrate MPC 
strategy and solve the optimization 
problem taking into account the constraints 
and actuator faults. 

 The controller is adapted online to 
compensate the fault's effect based on 
predictions states only. 

(Ishihara, 2018; 
Klancar,2007; 

Cavanini,2018) 

The control law is adapted based on 
solving the optimization problems based 
on Algebraic Riccati Equation. 

(Wang,2017) 

Less conservative stable conditions. 

Need more conditions to make the 
problem less conservatism and more 
time for the controller's computing time 
load. 

(Wu,2017; 
Noda,2014 ; 

Sun,2016; 
Klancar,2007; 

Cavanini,2018) 
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III.6 Conclusion 

In this chapter, we presented the theoretical results of fault-tolerant control 

based predictive control combined with the state observer of the continuous 

dynamic. Different theorems are presented based on the nature of the undesirable 

associated input “faults and time-delay”. In this regard, a fault-tolerant based 

model predictive control for HS using QP optimization method is proposed to 

compute the optimal control. In order to improve the fault tolerant predictive 

control, different theorems are presented by minimizing an upper bound of the cost 

function in infinite horizon in terms of LMIs. However, the transformation of the 

nonlinear problem into a convex formulation has led to less restrictive conditions to 

reach the domains of validity, in addition to less conservative terms based on the 

constraints reformulation. The proposed HFTPC keeps up good tracking 

performances with acceptable dynamics. Moreover, unexpected inputs as faults do 

not induce a problem of infeasibility or instability, and the constraints remain 

respected. Therefore, new conditions in terms of LMIs subject to the constraints 

have been developed to obtain a robust HFTPC; wherein the convex optimization 

problem makes it possible to have reasonable computation times and to reach a 

unique global minimum of the cost function. The proposed strategy HFTPC with 

input and output constraints has shown its effectiveness in nominal process and in 

the presence of delays and faults. These proposed approaches are preceded by a 

study of the observability concept for hybrid systems based on coupled of observer-

predictive control theory. 



Chapter IV 
Control of Hybrid Systems:  Examples, Simulations and Discussions 

 

 

In this chapter, we present and outline the reliability of the proposed control 

approaches in the chapter of the theoretical results, by simulation of results for some hybrid 

models systems raised in chapter 1. In this dissertation, ensuring the effectiveness and 

robustness of the controller to deal with undesirable associated inputs "faults and time-

delay" is presented for validation through proposed tests according to our proposed 

framework of hybrid systems in chapter one. Thus, discussions are raised about the obtained 

results. 
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IV.1 Introduction 

In this part, we present some illustrative examples with different hybrid 

models inspired from the framework described in chapter one, after an examination 

and analysis of this class. Since our focus is to show the ability of our proposed 

strategy, by designing a reliable RMPC approach applied on systems of hybrid 

nature to compute the optimal control of such problems; a specific control design 

has been studied and proposed in chapter three. This leads to an existence of an 

optimal control for hybrid systems, according to relaxed and less conservative 

conditions in terms of LMIs, in the presence of faults and time delay, such that the 

stability and the desired performances are ensured. To illustrate the results of 

chapter 3, we have divided our study into two distinct parts: the first case is without 

faults or time-delay, we consider an academic example of hybrid systems to verified 

the proposed approach concerning the observability. In the second part, we study 

an academic example with sensors failures, an inverted pendulum on cart and an 

industrial robot arm with hybrid actuators, wherein time-delay and faults on the 

system are considered. The obtained results of the robot arm show outperformance 

compared with that obtained from model predictive control scheme using QP 

method, and also the existing results in the literature. 

The simulations were carried out using Matlab®, and for the computation of 

the control input, we have used the LMI toolbox. 

IV.2 Observability of Hybrid Systems with State-Dependent Switching 

Framework: Servo Control for Network Systems 

In order to illustrate the aim of this section, we use a servo control system to 

perform the proposed strategy by providing a new insight of the combination 

between the robust MPC and state observer, to design less conservative conditions 

to study the observability conditions for HS (Zahaf,2017). Therefore, we consider the 

hybrid discrete time model as follows: 

We define some parameters for the optimization problem: 
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𝐴𝐴1 = �
1.120 0.213 −0.335

1 0 0
0 1 0

� ,        𝐴𝐴2 = �
−0.5 −0.053 0.1
0.8 0.1 0
0 0 1

�, 

𝐵𝐵1 = �
1
0
0
� ,      𝐵𝐵2 = �

1
0
0
� ,    𝐶𝐶 = [0.0541 0.1150 0.0001] 

The weighting matrices are:   Q0 = �
1 0 0
0 1 0
0 0 1

� ,     R0 = 0.5, 

The initials conditions are:      𝑥𝑥� = [0 0 0]𝑇𝑇 

The presented example has a switching nature, according the State-

Dependent Switching rule. In this case, we consider that the state variables are 

unmeasurable. This example highlights the problem of observability for the hybrid 

systems with switching feature. 

According to figures 4.1 and 4.2, the simulation results show the effectiveness 

of the proposed strategy raised in section 3.3 of chapter 3. Without faults, this 

approach is developed to estimate the unmeasurable states of the systems; since our 

observer can have multiple functions, depending on what we are implementing, as 

detection of faults and estimation of output behavior. 

a. 

 

b. 

 

Fig. 4.1.  Evolution of the Network System: 

(a) Output Signal and Estimated Output Signal. (b) Estimated Output Error. 
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a. 

 

b. 

 

Fig. 4.2. Evolution of: (a) Control Input. (b) Switching Signal on State Space. 

Figures 4.1.a and 4.1.b show up the output signal and the estimated error 

dynamics. We remark that the estimated system output converges asymptotically 

to the desired output system, with an acceptable and very small error. In order to 

present the efficiency of applying the control strategy from section 3.3 of chapter 3; 

that is basically established from the combination between robust MPC and 

observer. 

Where the switching signal is presented on the state-space diagram to show 

the sensitivity of the transition between sub-systems. Figure 4.2.b shows up low 

sensitivity at transitions moments between sub-systems, while Figures 4.2.a show 

up the stabilizable controller derived from sufficient and necessary conditions.  

IV.3 Continuous Switched Systems 

This example is inspired from (Wang, 2017); similarly, to the injection 

molding application, we propose a CSS example with sensor. The main objective to 

use sensor is providing information’s about the successful in reaching the intended 

action of each mode or not, to avoid the delay-processing. However, an expected 

fault is occurred on the sensor at 𝑡𝑡𝑖𝑖 of the time processing which led to the failure of 

sensor; therefore, we apply the proposed FTC approach that based on a pertinent 

0 0.5 1 1.5 2 2.5 3 3.5 4

Time (s)

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

C
on

tro
l I

np
ut

-0.4 -0.2 0 0.2 0.4 0.6 0.8 1 1.2 1.4

State x1

-0.3

-0.25

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

St
at

e 
x2



                                                                                                                   Control of Hybrid Systems:   
Examples, Simulations and Discussions  

 106 

reliable estimation task and proposed control law in section 3.5.1 of chapter 3 “§3”, 

to compensate this failures and keep-up the application processing at schedule time. 

Therefore, we consider the hybrid discrete time model as follows: 

We defining some parameters for the optimization problem: 

𝐴𝐴1 = �0.675 0.38
0.002 0.067� , 𝐵𝐵1 = � 0.01 0

0.001 0.352� , 𝐶𝐶1 = [1 0.5], 

 𝐴𝐴2 = �0.054 0.012
0 0.067� , 𝐵𝐵2 = �0.01 0.1

0.01 0.812� , 𝐶𝐶2 = [1 0.5], 

The weighting matrices are:   Q0 = �3 0
0 3� ,     R0 = 1, 

The initials conditions are:      𝑥𝑥� = [0 0]𝑇𝑇 

a. 

 

b. 

 

Fig. 4.3.  Evolution of Continuous Switched System with Two Approach: Robust MPC and the Proposed FTC Approach to 
Cope Sensor Failures. (a) Evolution of the Mode 1 “Sub-Sys1”. (b) Evolution of the Mode 2 “Sub-Sys2”. 

Figures 4.3.a, 4.3.b, show the evolution of the output dynamic of each mode 

represented by its sub-system. The applied control input in Figures 4.4.a has an 

undergoes a loss of accuracy of 55% due to a fault on sensor, for each 𝑖𝑖𝑡𝑡ℎ sub-system 

for the 𝑗𝑗𝑡𝑡ℎ batch start-up; followed by a complete failure “can called freezing” in 

Figures 4.4.b affected by an intense fault at time 𝑡𝑡 = 11.7 [𝑠𝑠], which corresponds of 

a successive faults on the sensor. This faulty behavior is compensated and 

controlled by the control input 𝑢𝑢 obtained from the optimized problem using the 
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proposed FTC approach for sensors failures in chapter 3. With noting that the 

instant of the fault occurrence is assumed to be unknown during the simulation. 

Meanwhile the estimation and compensation of the faulty behavior is done better 

than the free compensation of sensor failures using the robust MPC. So, the 

proposed FTC scheme is applied to compute the control law, in order to reduce the 

effect of the sensor fault/failure on the system based on the estimation task and the 

proposed control law. 

a. 

 

b. 

 

Fig. 4.4.  Evolution of the CSS: 

(a) Control Input. (b) Sensor Fault and its Estimation. 

IV.4 Auxiliary Hybrid Systems with State-Dependent Switching based on T-S 

Fuzzy Framework: An Inverted Pendulum 

Let us consider the privileged classical example that is considered as one 

among the common robotic paradigm in systems control theory, an inverted 

pendulum on a cart (Figure 4.5), where the dynamic equation is given below in 

(Teixeira,1999). Before validating the proposed approach in section 3.5.2 of chapter 

3 “§3”, for balancing the inverted pendulum to the desired range of vertical angle 

and copes with the time-delay and actuators’ faults. We consider that the paradigm 
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with state-dependent switching based on T-S fuzzy framework and auxiliary hybrid 

system, with pneumatic-electric hybrid actuator for the cart movements. 

 

Fig. 4.5.  An inverted pendulum on a cart (Ogata,1997). 

The dynamic model is described as: 

⎩
⎪⎪
⎨

⎪⎪
⎧
𝑥̇𝑥1(𝑡𝑡) =                                                      𝑥𝑥2(𝑡𝑡)                                                                                             

𝑥̇𝑥2(𝑡𝑡) =
(𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠�𝑥𝑥1(𝑡𝑡)� − 𝑎𝑎𝑎𝑎𝑎𝑎 𝑥𝑥22(𝑡𝑡) sin�2𝑥𝑥1(𝑡𝑡)� 2⁄ + 𝑎𝑎 𝑐𝑐𝑐𝑐𝑐𝑐(𝑥𝑥1(𝑡𝑡)) ( 𝑓𝑓𝑐𝑐 −  𝑢𝑢𝑟𝑟))

(4𝑙𝑙 3⁄ − 𝑎𝑎𝑎𝑎𝑎𝑎 𝑐𝑐𝑐𝑐𝑐𝑐2(𝑥𝑥1(𝑡𝑡)))
              

𝑥̇𝑥3(𝑡𝑡) =                                                       𝑥𝑥4(𝑡𝑡)                                                                                

𝑥̇𝑥4(𝑡𝑡) =
− (𝑎𝑎𝑎𝑎𝑎𝑎 sin�2𝑥𝑥1(𝑡𝑡)� 2⁄ ) + ((4𝑎𝑎𝑎𝑎𝑎𝑎 𝑥𝑥22(𝑡𝑡) sin�𝑥𝑥1(𝑡𝑡)�) 3⁄ ) + (4𝑎𝑎( 𝑓𝑓𝑐𝑐 − 𝑢𝑢𝑟𝑟) 3⁄ )

(4 3⁄ − 𝑎𝑎𝑎𝑎 𝑐𝑐𝑐𝑐𝑐𝑐2(𝑥𝑥1(𝑡𝑡)))

   (4.1) 

Where 𝑥𝑥1(𝑡𝑡) = 𝜃𝜃, 𝑥𝑥2(𝑡𝑡) = 𝜃𝜃,̇  𝑥𝑥3(𝑡𝑡) = 𝑥𝑥 and 𝑥𝑥4(𝑡𝑡) = 𝑥𝑥,̇   are the pendulum 

angular position, pendulum angular velocity and the cart position and cart velocity, 

respectively, 𝑢𝑢𝑟𝑟 and 𝑢𝑢 denotes control inputs (external force)  in presence of faults 

and external force F, respectively. In real application external forces have limited 

for robustness’s control defined by  |𝐹𝐹| ≤ 𝐹𝐹𝑚𝑚𝑚𝑚𝑚𝑚 .  

Compared with (Teixeira,1999) and (Boubaker,2017), the input control is 

related in this thesis to time-delay (coupled time-delay of the state and input) 

presented in (4.2), and occurring fault in the hybrid actuators, where the pneumatic 

actuator is a dominant actuator to generate joint velocity of the cart movements, 

with the assistance of the electric motor to achieve precise movements. Therefore, 

it’s can be written as:  
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𝑢𝑢𝑟𝑟(𝑡𝑡) = 𝑢𝑢(𝑡𝑡) + 𝜌𝜌 𝜂𝜂(𝑡𝑡)                                                                                     (4.2) 

Where 𝜂𝜂(𝑡𝑡) = 𝜖𝜖 𝑥𝑥4(𝑡𝑡) 𝑐𝑐𝑐𝑐𝑐𝑐(𝑥𝑥1(𝑡𝑡)), with 𝑎𝑎 = 1 𝑚𝑚 + 𝑀𝑀⁄  and 𝑓𝑓𝑐𝑐 = 𝜌𝜌 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 �𝑥𝑥4(𝑡𝑡)� 

represents the friction force between the cart and the track. 

Then, using the control law (4.1) for FTC scheme, we rewrite (4.2) as: 

⎩
⎪⎪
⎨

⎪⎪
⎧
𝑥̇𝑥1(𝑡𝑡) =                                                                       𝑥𝑥2(𝑡𝑡)                                                                                                            

𝑥̇𝑥2(𝑡𝑡) =
(𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠�𝑥𝑥1(𝑡𝑡)� − 𝑎𝑎𝑎𝑎𝑎𝑎 𝑥𝑥22(𝑡𝑡) sin�2𝑥𝑥1(𝑡𝑡)� 2⁄ − 𝑎𝑎𝜌𝜌 𝜖𝜖 𝑥𝑥4(𝑡𝑡) 𝑐𝑐𝑐𝑐𝑐𝑐(𝑥𝑥1(𝑡𝑡)) + 𝑎𝑎 𝑐𝑐𝑐𝑐𝑐𝑐(𝑥𝑥1(𝑡𝑡)) ( 𝑓𝑓𝑐𝑐 −  𝑢𝑢))

(4𝑙𝑙 3⁄ − 𝑎𝑎𝑎𝑎𝑎𝑎 𝑐𝑐𝑐𝑐𝑐𝑐2(𝑥𝑥1(𝑡𝑡)))
𝑥̇𝑥3(𝑡𝑡) =                                                                       𝑥𝑥4(𝑡𝑡)                                                                                               

𝑥̇𝑥4(𝑡𝑡) =
− (𝑎𝑎𝑎𝑎𝑎𝑎 sin�2𝑥𝑥1(𝑡𝑡)� 2⁄ ) + ((4𝑎𝑎𝑎𝑎𝑎𝑎 𝑥𝑥22(𝑡𝑡) sin�𝑥𝑥1(𝑡𝑡)�) 3⁄ ) − 𝑎𝑎 𝜌𝜌𝜌𝜌 𝑥𝑥4(𝑡𝑡) + (4𝑎𝑎( 𝑓𝑓𝑐𝑐 − 𝑢𝑢) 3⁄ )

(4 3⁄ − 𝑎𝑎𝑎𝑎 𝑐𝑐𝑐𝑐𝑐𝑐2(𝑥𝑥1(𝑡𝑡)))
       

(4.3)  

Then the dynamic model is described as follows: 

⎣
⎢
⎢
⎡𝑥̇𝑥1

(𝑡𝑡)
𝑥̇𝑥2(𝑡𝑡)
𝑥̇𝑥3(𝑡𝑡)
𝑥̇𝑥4(𝑡𝑡)⎦

⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎢
⎢
⎡

𝑥𝑥2(𝑡𝑡)
(𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠�𝑥𝑥1(𝑡𝑡)�

(4𝑙𝑙 3⁄ − 𝑎𝑎𝑎𝑎𝑎𝑎 𝑐𝑐𝑐𝑐𝑐𝑐2(𝑥𝑥1(𝑡𝑡)))
𝑥𝑥4(𝑡𝑡)

− (𝑎𝑎𝑎𝑎𝑎𝑎 sin�2𝑥𝑥1(𝑡𝑡)� 2⁄ )
(4 3⁄ − 𝑎𝑎𝑎𝑎 𝑐𝑐𝑐𝑐𝑐𝑐2(𝑥𝑥1(𝑡𝑡))) ⎦

⎥
⎥
⎥
⎥
⎥
⎤

�������������������
𝐴𝐴(𝑥𝑥(𝑡𝑡))

+

⎣
⎢
⎢
⎢
⎢
⎡

0
−𝑎𝑎 𝜌𝜌 𝜖𝜖 𝑥𝑥4(𝑡𝑡) 𝑐𝑐𝑐𝑐𝑐𝑐(𝑥𝑥1(𝑡𝑡))

(4𝑙𝑙 3⁄ − 𝑎𝑎𝑎𝑎𝑎𝑎 𝑐𝑐𝑐𝑐𝑐𝑐2(𝑥𝑥1(𝑡𝑡)))
0

−𝑎𝑎 𝜌𝜌 𝜖𝜖 𝑥𝑥4(𝑡𝑡)
(4 3⁄ − 𝑎𝑎𝑎𝑎 𝑐𝑐𝑐𝑐𝑐𝑐2(𝑥𝑥1(𝑡𝑡))) ⎦

⎥
⎥
⎥
⎥
⎤

�������������������
𝐴𝐴𝑑𝑑(𝑥𝑥(𝑡𝑡−𝑡𝑡𝑑𝑑))

+

⎣
⎢
⎢
⎢
⎢
⎡

0
𝑎𝑎 𝑐𝑐𝑐𝑐𝑐𝑐(𝑥𝑥1(𝑡𝑡))

(4𝑙𝑙 3⁄ − 𝑎𝑎𝑎𝑎𝑎𝑎 𝑐𝑐𝑐𝑐𝑐𝑐2(𝑥𝑥1(𝑡𝑡)))
0

4𝑎𝑎 3⁄
(4𝑙𝑙 3⁄ − 𝑎𝑎𝑎𝑎𝑎𝑎 𝑐𝑐𝑐𝑐𝑐𝑐2(𝑥𝑥1(𝑡𝑡)))⎦

⎥
⎥
⎥
⎥
⎤

�������������������
𝐵𝐵�𝑥𝑥(𝑡𝑡)�

(𝑢𝑢(𝑡𝑡) −𝑓𝑓𝑐𝑐 + 𝑎𝑎𝑎𝑎𝑎𝑎 𝑥𝑥22(𝑡𝑡) 𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥1(𝑡𝑡))�������������������
𝜑𝜑(𝑡𝑡)

 )                (4.4) 

Therefore, two fuzzy rules are used to describe the dynamic local model 

representation of the inverted-pendulum, following the steps in (Teixeira,1999) and 

(Boubaker,2017) the switched systems based on fuzzy paradigm are given as follows:   

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 1:  𝑖𝑖𝑖𝑖   𝑥𝑥1(𝑡𝑡)  𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 0,                                                             
                     𝑡𝑡ℎ𝑒𝑒𝑒𝑒  𝑥̇𝑥(𝑡𝑡) = 𝐴𝐴1𝑥𝑥(𝑡𝑡) + 𝐴𝐴1𝑑𝑑𝑥𝑥(𝑡𝑡 − 𝑡𝑡𝑑𝑑) + 𝐵𝐵1(𝑢𝑢(𝑡𝑡) −  𝜑𝜑(𝑡𝑡))
𝑅𝑅𝑢𝑢𝑢𝑢𝑢𝑢 2:  𝑖𝑖𝑖𝑖  𝑥𝑥1(𝑡𝑡)  𝑖𝑖𝑖𝑖 ± π 4⁄ ,                                                               

                    𝑡𝑡ℎ𝑒𝑒𝑒𝑒  𝑥̇𝑥(𝑡𝑡) = 𝐴𝐴2𝑥𝑥(𝑡𝑡) + 𝐴𝐴2𝑑𝑑𝑥𝑥(𝑡𝑡 − 𝑡𝑡𝑑𝑑) + 𝐵𝐵2(𝑢𝑢(𝑡𝑡) −  𝜑𝜑(𝑡𝑡))

                       (4.5)   

The state matrices 𝐴𝐴𝑖𝑖 ,𝐴𝐴𝑖𝑖𝑖𝑖  𝑎𝑎𝑎𝑎𝑎𝑎 𝐵𝐵𝑖𝑖 are: 
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𝐴𝐴1 =

⎣
⎢
⎢
⎢
⎢
⎡

0 1 0 0
𝑔𝑔

(4𝑙𝑙 3)⁄ − 𝑎𝑎𝑎𝑎𝑎𝑎
0 0 0

0 0 0 0
−𝑎𝑎 𝑚𝑚𝑚𝑚

(4 3)⁄ − 𝑎𝑎𝑎𝑎
0 0 0

⎦
⎥
⎥
⎥
⎥
⎤

,𝐴𝐴1𝑑𝑑 =

⎣
⎢
⎢
⎢
⎢
⎡
0 0 0 0
0 0 0

−𝑎𝑎 𝜌𝜌 𝜖𝜖
(4𝑙𝑙 3)⁄ − 𝑎𝑎𝑎𝑎𝑎𝑎

0 0 0 0
0 0 0

−𝑎𝑎 𝜌𝜌 𝜖𝜖
(4 3)⁄ − 𝑎𝑎𝑎𝑎 ⎦

⎥
⎥
⎥
⎥
⎤

,    

 𝐴𝐴2 =

⎣
⎢
⎢
⎢
⎢
⎢
⎡

0 1 0 0
𝑔𝑔 2√2 𝜋𝜋⁄

(4𝑙𝑙 3⁄ ) − (𝑎𝑎𝑎𝑎𝑎𝑎 2⁄ )
0 0 0

0 0 0 0
−𝑎𝑎 𝑚𝑚𝑚𝑚 2

𝜋𝜋
(4 3⁄ ) − (𝑎𝑎𝑎𝑎 2⁄ )

0 0 0
⎦
⎥
⎥
⎥
⎥
⎥
⎤

,𝐴𝐴2𝑑𝑑 =

⎣
⎢
⎢
⎢
⎢
⎡
0 0 0 0

0 0 0
−𝑎𝑎 𝜌𝜌 𝜖𝜖 √2 2⁄

(4𝑙𝑙 3⁄ ) − (𝑎𝑎𝑎𝑎𝑎𝑎 2⁄ )
0 0 0 0
0 0 0

−𝑎𝑎 𝜌𝜌 𝜖𝜖
(4 3⁄ ) − (𝑎𝑎𝑎𝑎 2⁄ ) ⎦

⎥
⎥
⎥
⎥
⎤

 

𝐵𝐵1 =

⎣
⎢
⎢
⎢
⎢
⎡

0
−𝑎𝑎

(4𝑙𝑙 3)⁄ − 𝑎𝑎𝑎𝑎𝑎𝑎
0

4𝑎𝑎 3⁄
(4 3⁄ ) − 𝑎𝑎𝑎𝑎 ⎦

⎥
⎥
⎥
⎥
⎤

,                                   𝐵𝐵2 =

⎣
⎢
⎢
⎢
⎢
⎢
⎡

0
−𝑎𝑎√2 2⁄

(4𝑙𝑙 3⁄ ) − (𝑎𝑎𝑎𝑎𝑎𝑎 2⁄ )
0

(4𝑎𝑎 3⁄ )
(4 3⁄ ) − (𝑎𝑎𝑎𝑎 2⁄ ) ⎦

⎥
⎥
⎥
⎥
⎥
⎤

, 

The numerical values of the parameters are within table 4.1: 

Where  𝑎𝑎 = 1 (𝑚𝑚 + 𝑀𝑀)⁄ = 0.769, 𝑏𝑏 = cos�88°�,    

TABLE 4.1. INVERTED PENDULUM PARAMETERS 

Parameters Description Numerical value 

l Distance from the joint to the mass point m 0.5 m 

m Point Weight of the Pendulum 0.35 Kg 

M Weight of the Cart 0.95 Kg 

g Gravity 9.8 m/s2 

𝜌𝜌 Cart friction coefficient 0.07 N s/rad 

𝜃𝜃 Range Angle Joint -π/5 ~ π/5 

𝜖𝜖 Viscous friction of the joint cos(88°) or 0.05 N s/rad 

L Total length of rail  3 m 
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With the substitution of the previous parameters we get: 

𝐴𝐴1 = �

0 1 0 0
18.4210 0 0 0

0 0 0 0
−2.4787 0 0 0

� ,𝐴𝐴1𝑑𝑑 = �

0 0 0 0
0 0 0 −0.005056
0 0 0 0
0 0 0 −0.002527

� , 𝐵𝐵1 = �

0
−1.4454

0
0.9635

�,  

 𝐴𝐴2 = �

0 1 0 0
14.7296 0 0 0

0 0 0 0
−1.4015 0 0 0

� ,𝐴𝐴2𝑑𝑑 = �

0 0 0 0
0 0 0 −0.003170
0 0 0 0
0 0 0 −0.002244

� , 𝐵𝐵2 = �

0
−3.6292

0
0.8553

�, 

To obtain the discrete switched system based on T-S fuzzy rules, we consider 

the sampling period be 0.03s; therefore, we obtain discrete switched fuzzy system 

with matrices states as follows: 

𝐴𝐴1 = �

1.0083 0.0301 0 0
0.5542 1.0083 0 0

0 0 1 0
−0.0746 −0.0011 0 1

� ,𝐴𝐴1𝑑𝑑 = �

0 0 0 0
0 0 0 −0.005056
0 0 0 0
0 0 0 −0.002527

� ,𝐵𝐵1 = �

−0.0007
−0.0435

0
0.0289

�,  

 𝐴𝐴2 = �

0.9934 0.0299 0 0
−0.4409 0 0 0

0 0 1 0
−0.0420 −0.0006 0 1

� ,𝐴𝐴2𝑑𝑑 = �

0 0 0 0
0 0 0 −0.003170
0 0 0 0
0 0 0 −0.002244

� ,𝐵𝐵2 = �

−0.0016
−0.1086

0
0.0257

�, 

Where :     𝐶𝐶1 = [1 1 1 1],     𝐶𝐶2 = [1 1 1 1] 

Along with defining some parameters for the optimization problem:  

- The weighting matrices are     𝑄𝑄0 = �0.1 0
0 0.1� ,           𝑅𝑅0 = 1 

- The membership function for rule 1 and rule 2 are chosen as follows: 

�
𝑀𝑀1�𝑥𝑥1(𝑘𝑘)� = 1 − exp (−14(𝑥𝑥1 − 𝜋𝜋 8⁄ ) 1 + exp (−14(𝑥𝑥1 + 𝜋𝜋 8⁄ )⁄
𝑀𝑀2�𝑥𝑥2(𝑘𝑘)� = 1 −𝑀𝑀1�𝑥𝑥1(𝑘𝑘)�                                                                     

 

- Output and input Constraints are defined as: 

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶                                  − 0.5 < 𝑢𝑢(𝑘𝑘) < 0.5 

𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶                             − 𝜋𝜋 3⁄ < 𝑦𝑦(𝑘𝑘) < 𝜋𝜋 3⁄  

- The initial conditions are :    𝑥𝑥1(0) = 0.73,   𝑥𝑥2(0) = 0,   𝑢𝑢(0) = 0.05,   𝑦𝑦(0) =

0.05. 
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a. 

 

b. 

 

Fig. 4.6. Evolution of Inverted Pendulum with actuators fault.  

(a) Angular Position. (b) Angular Velocity 

 Discussion  

Figures 4.6.a and 4.6.b show up the angular position and angular velocity of 

the inverted pendulum on a cart, which converges to an original value (equilibrium 

point) smoothly and in a reasonable time. These results are obtained when a fault is 

introduced on the pneumatic actuator with loss of efficiency of 40% at time 𝑡𝑡 =

21 [𝑠𝑠]. For better visibility of the impact of fault-tolerant predictive control (HFTPC) 

applied on the system, time-delay is taken into consideration. As a result, we notice 

at the start of the simulation that the amplitude increases when the fault occurs; 

whether the variation is in position or in speed as in figures 4.6.a and 4.6.b 

respectively. 

On the other hand, concerning the outputs (position and speed in figures 

4.6.a, 4.6.b), though at time that outputs behavior is influenced by the fault occurred, 

a fast compensation is introduced to carry it back to the desired behavior and 

preserve the stability during the movement. 

Figure 4.7.a shows up the control input using the estimated state provided 

from the coupled approach observer-MPC, to compensate the actuator faults. As a 
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result, we observe that the proposed control approach HFTPC raised in section 3.5.2 

of chapter 3 adopted to compensate an occurred actuator fault.  

Figure 4.7.b demonstrates low sensitivity at transitions moments between 

sub-systems, in addition to the stability of the HS in case of actuators faults. 

a. 

 

b. 

 

Fig. 4.7. Evolution of Inverted Pendulum with actuators faults.  

(a) Control Input. (b) Switching Signal on State Space 

IV.5    Embedded Hybrid Systems Framework: Industrial Robot Arm 

In order to design the hybrid optimal control under hybrid actuation (electric 

and pneumatic actuators) for trajectory tracking of robot arm (Figure 4.15), it is 

essential to establish an appropriate mathematical model of the industrial robot arm 

to avoid joint stiffness (Zahaf,2020). Thus, several different representations of robot 

arm dynamics model are presented and compared, in order to determine the fastest 

and robust mode.  

Taking into consideration the friction term, external disturbance and 

environment contact; a rigid dynamics robot muscle model with n links is described 

by the general equation given by (Singh,2013). On the other hand, the dynamic 

equation for a mobile manipulator arm is represented in (Sun,2016). 
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A combination of hybrid actuation by macro and mini actuators to operate 

joint arm dynamics is presented in (Shin,2010). While, a fast dynamic model based 

on a singularly perturbed system (Naidu,2002) for a hybrid actuation robot’s arm is 

expressed by the motion equations in (Ishihara,2018). 

In this section, the dynamics model is structured as hybrid actuation using 

the combination of a pneumatic and an electric motor actuator, that is considered as 

an effective actuator for each one. 

The dynamic model of a forearm robot with the hybrid actuator is expressed 

as follows (Ishihara,2018; Noda,2014): 

�
𝐼𝐼(𝜃𝜃)𝜃̈𝜃 + 𝑀𝑀�𝜃𝜃, 𝜃̇𝜃�𝜃̇𝜃  +  𝑚𝑚𝑚𝑚𝑚𝑚 𝑐𝑐𝑐𝑐𝑐𝑐(𝜃𝜃) = 𝜏𝜏𝑜𝑜𝑜𝑜�𝑣𝑣𝑝𝑝, 𝑣𝑣𝑚𝑚�

𝜏𝜏𝑜𝑜𝑜𝑜�𝑣𝑣𝑝𝑝,𝑣𝑣𝑚𝑚� = 𝜏𝜏𝑝𝑝(𝑃𝑃 ,𝜃𝜃) + 𝜏𝜏𝑚𝑚(𝑣𝑣𝑚𝑚 ,𝜃𝜃)
𝑃̇𝑃 = −𝐹𝐹𝑣𝑣𝑣𝑣𝑃𝑃 + 𝑣𝑣𝑝𝑝

                                  (4.6) 

Where, 𝐼𝐼(𝜃𝜃) ∈ ℛ𝑛𝑛∗𝑛𝑛 is the Inertia Matrix, 𝑀𝑀�𝜃𝜃, 𝜃̇𝜃� ∈ ℛ𝑛𝑛∗𝑛𝑛 is external forces, 

friction forces and environment contact matrix, 𝑚𝑚 𝑎𝑎𝑎𝑎𝑎𝑎  𝑙𝑙 are the mass and length of 

the arm respectivily. 𝜃𝜃 𝑎𝑎𝑎𝑎𝑎𝑎 𝜃̇𝜃 denote the joint angle and velocity.  𝑃𝑃 is the pneumatic 

pressure, 𝜏𝜏𝑜𝑜𝑜𝑜 is the effective output torque generated by the electric motor 𝜏𝜏𝑚𝑚 and 

the pneumatic actuator 𝜏𝜏𝑝𝑝.  𝑣𝑣𝑝𝑝 and 𝑣𝑣𝑚𝑚 denote the input voltages for the pneumatic 

pressure and electric motor. 

In this work, to ensure the fastest and the most precise mode, we chose the 

conversion of pressure to a voltage scale, since the torque of an electric motor is 

more precise than the pneumatic pressure in the movement. 

Thus, we note the transformation coefficient from the pneumatic pressure to 

electric torque 𝐹𝐹𝑣𝑣𝑣𝑣, like in (Ishihara,2018). 

In order to achieve this, unique state-space representation can be established 

to describe the hybrid actuator system. 

State 𝑥𝑥 is the state-space model which consists of the positions, the velocities 

and the Pneumatic Artificial Arm (PAM) pressure: 

                    𝑥𝑥 = [𝜃𝜃,𝜃𝜃,̇ 𝑃𝑃]𝑇𝑇                                                                                                     (4.7) 
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The hybrid input u includes pneumatic and electric torques: 

                     𝑢𝑢 = [𝜏𝜏𝑝𝑝, 𝜏𝜏𝑚𝑚]𝑇𝑇                                                                                                    (4.8) 

In real applications, a digital device is very often used. In addition, faults or 

failures can affect the actuators or sensors during the operation in real time. Then, 

the corresponding discrete-time faulty hybrid system model can be represented as: 

�
𝑥𝑥𝑓𝑓(𝑘𝑘 + 1) =  𝐴𝐴𝑥𝑥𝑓𝑓(𝑘𝑘) +  𝐵𝐵𝑢𝑢𝑓𝑓𝑓𝑓(𝑘𝑘)

𝑦𝑦𝑓𝑓(𝑘𝑘) = 𝐶𝐶𝑥𝑥𝑓𝑓(𝑘𝑘)                                                                       (4.9) 

Where: 𝑢𝑢𝑓𝑓𝑓𝑓(𝑘𝑘) = 𝑢𝑢(𝑘𝑘) + 𝑓𝑓𝑎𝑎(𝑘𝑘) and 𝑥𝑥𝑓𝑓(𝑘𝑘) = 𝑥𝑥(𝑘𝑘) + 𝑓𝑓𝑠𝑠(𝑘𝑘) 

Remark 1:  

- In this thesis, dry friction in the revolute joints may cause a movement delay, 

in fact that, the time delay in this thesis is subject to a dry friction and 

environment contact of Industrial Arm.  In order that, to reinforce the 

system’s functionality, at least one actuator remains efficient during any 

sample time “time step”. 

- In this thesis, the implemented time step size is similar to that used in 

(Ishihara,2018), 𝑇𝑇𝑠𝑠 = 20 𝑚𝑚𝑚𝑚. 

The used hybrid system model is that described in (4.6), where only the 

actuators’ faults are considered. The HFTPC design is applied to an Industrial Robot 

Arm with dynamic settings presented in Table 4.2, in three cases. In order to 

demonstrate the effectiveness and robustness of the proposed new approach, for 

trajectory tracking with and without actuators faults; and then compared with 

classical MPC strategy. In fact, there are several possibilities for faults; in our case, 

the pneumatic actuator can fail due to the loss of pressure, which results in a loss of 

effectiveness or accuracy. 

For robot arm discrete state representation, we use an appropriate 

approximation technique. In order that, the faulty uncertain discrete-time hybrid 

system with time delay is described by the following system: 

�
𝑥𝑥𝑓𝑓(𝑘𝑘 + 1) =  𝐴𝐴𝑙𝑙𝑥𝑥𝑓𝑓(𝑘𝑘 ) + 𝐴𝐴𝑙𝑙𝑙𝑙𝑥𝑥𝑓𝑓(𝑘𝑘 − 𝑑𝑑𝑘𝑘) +  𝐵𝐵𝑙𝑙𝑢𝑢𝑓𝑓(𝑘𝑘 ) + 𝐹𝐹𝑎𝑎𝑓𝑓𝑎𝑎(𝑘𝑘 )

𝑦𝑦𝑓𝑓(𝑘𝑘 ) = 𝐶𝐶𝑙𝑙𝑥𝑥𝑓𝑓(𝑘𝑘)                                                                    (4.10) 
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While the physical parameters of the industrial robot arm with hybrid 

actuators are given in Table 4.2.  The weighting matrices are:     Q0 = 3𝐼𝐼,     R0 = 0.5, 

For the obtained results with two different modes:   

A- Results without faults 

For Trajectory 𝑓𝑓 = 1.00 [𝐻𝐻𝐻𝐻]: For Trajectory 𝑓𝑓 = 0.25 [𝐻𝐻𝐻𝐻]: 

a. 

 

b. 

 

c. 

 

d.

 

Fig. 4.8. Evolution of Industrial Arm Position and Position Error. 
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Figure 4.8.a and 4.8.b depict a good tracking performance for the joint angle, 

the proposed scheme HFTPC is used to track the trajectory reference of industrial 

arm without actuators faults. For that, two references are presented: a fast trajectory 

reference with 𝑓𝑓 =  1 𝐻𝐻𝐻𝐻 and a slow one with 𝑓𝑓 =  0.25 𝐻𝐻𝐻𝐻. 

The robust MPC scheme can be extended to handle the uncertain system with 

time‐delay, by introducing a variation of 10% on the parameters of the system 

including the mass and length of the arm. 

a. 

 

b. 

 

c. 

 

d. 

 

Fig. 4.9. Evolution of Industrial Arm Velocity and Velocity Error. 
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Figures 4.8.c, 4.8.d, 4.9.c and 4.9.d show up error dynamics for tracking 

position and velocity, which converges to a close value in both cases (slow and fast 

trajectory). 

Remark 2:  

The tracking position is extensively studied in (Ishihara,2018; 

Tuvayanond,2017; Sun,2016; Potocnik,2008). However, tracking the joint angle in 

this work for the fast mode is more stable than the slow mode. In addition, the 

trajectory tracking in the fast mode is scarce fluctuated, and the range of error 

dynamics is less than in (Ishihara,2018). This show an improvement of the trajectory 

tracking performances, in addition of the stability of the closed loop during the 

processing based on the proposed approach in theorem 3.5. 

TABLE 4.2. INDUSTRIAL ARM PHYSICAL PARAMETERS 

Parameters Description Numerical value 

L Length of  the Arm 0.5 m 

M Weight of the Arm 0.45 Kg 

g Gravity 9.8 m/s2 

𝜃𝜃 Range Angle Joint -π/5 ~ π/5 

 

B- Results with faults 

The proposed strategy must keep up the tracking performances of the 

desired trajectories and preserve the conditions of stability in the presence of faults. 

An air leaks or another fault appears. The main objective is preserve high 

performances and guarantee the stability of the HS, by providing an efficient 

tracking of reference paths while faults is tolerated and compensate. In our case, we 

consider only an actuator fault not an actuator failure. In the following, the 

simulation results of the HFTMPC strategy raised in section 3.5.2 of chapter 3 for 

the hybrid robot arm are presented.  



                                                                                                                   Control of Hybrid Systems:   
Examples, Simulations and Discussions  

 119 

To prove the ability of our proposed strategy to handle the faulty hybrid 

systems, Figures 4.10. 4.11 and 4.12 depict how the HFTPC approach performs to 

compensate failures of hybrid actuators' faults in two cases. The results portray a 

good tracking of the desired trajectory, in addition of an effective compensation of 

actuators' faults to keep the robot arm in movement. 

Figures 4.10 and 4.12 show the evolution of the outputs dynamic (position, 

position error and velocity error) with an actuator fault in 𝑢𝑢. The applied control 

input undergoes a power loss of 35% due to a fault at system start-up, followed by 

a loss of efficiency of 25% at time 𝑡𝑡 = 1.6 [𝑠𝑠], pursued by another loss of efficiency 

about 45% at time 𝑡𝑡 = 3.8 [𝑠𝑠], which corresponds to a successive faults on the 

actuator. These faults are compensated and controlled “Figure 4.11” by the control 

input 𝑢𝑢1, at the moment that the control input 𝑢𝑢2 is affected by faults 𝑓𝑓𝑖𝑖. To note, 

that the instant of the fault has occurred is assumed to be unknown during the 

simulation, while the estimation and compensation of the faulty behavior is done 

over 1 [s], synchronously after its occurrence. So, the control law is computed in 

order to reduce the effect of the actuator fault on the system based on the estimation 

task and the proposed control law. 

However, there is a perpetuation of the desired trajectory tracking of the 

robot arm, with good performances even in the presence of the actuator fault. 

Moreover, the proposed HFTPC guarantees the stability of the robot arm while it is 

in the movement process. Consequently, the HFTPC strategy makes it possible to 

preserve the good performances of the trajectories tracking in closed-loop, as close 

as possible to the desired path, and ensuring the stability of the HS in the presence 

of faults. The reliable and good performances that obtained confirm the 

effectiveness of the control strategy introduced in this study. The occurrence of 

faults did not prompt on infeasibility or instability; on the other hand, the imposed 

constraints are satisfied. 

In order to achieve the required performances of the robot arm with hybrid 

actuators. We are proposing a slow and fast tracking paths 𝑓𝑓 = 0.25 [𝐻𝐻𝐻𝐻] and 𝑓𝑓 =

1 [𝐻𝐻𝐻𝐻] respectively, to test the effectiveness of the HFTPC approach, through 
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features of the consumed time to compensate the faults effect and the convergence 

of chattering interval to stabilize the system. 

 

For Trajectory 𝑓𝑓 = 1.00 [𝐻𝐻𝐻𝐻]: For Trajectory 𝑓𝑓 = 0.25 [𝐻𝐻𝐻𝐻]: 

a. 

 

b. 

 

Fig. 4.10. Evolution of Industrial Arm Position. 

a. 

 

b. 

 

Fig. 4.11. Evolution of Control Input. 
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system, the same convergence time is used for the fast mode with more fluctuations 

in the compensation of defects. 

a. 

 

b. 

 

c. 

 

d. 

 

Fig. 4.12. Evolution of Industrial Arm Position Error and Velocity Error. 

For further comparison of existing results in different works with the 
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TABLE 4.3. PERFORMANCES COMPARISON 

Comparison 
Tasks 

Ref 
(Sun,2016) 

Ref 
(Ishihara, 

2018) 

Ref 
(Wu,2017) 

Ref (Noda, 
2014) 

Our Control 
Approach 

HFTPC 
Observations 

Used 
Techniques 

Adaptive  MPC 
Fuzzy 

Sliding 
Mode 

No 
MPC + 
FTC 

The tracking 
desired position 

is smoother 

Hybrid 
Controller 

No No Yes No Yes 

Our approach 
is based on MPC 

and HFTPC to 
ensure stability 
and robustness 

Hybrid 
Actuators 
Control 

No Yes No Yes Yes / 

Actuator 
Faults 

No No No No Yes 
We consider 
all kinds of 

faults 

Sensor 
Faults No No No No No / 

Time delay No No No No Yes / 

Simulation 
Arm of 
Robot 

Arm of 
Robot 

Arm of 
Robot 

Arm of 
Robot 

Industrial 
Arm of 
Robot 

/ 

Trajectory 
(Position) 

Joint 
Angle 

(rad): [-0.6 
~ 0.6] 

Joint 
Angle (rad): 

[0.8 ~ 1.8] 

Displace
ment (mm): 

[0 ~ 15] 

Joint 
Angle (rad): 
[-0.4 ~ 0.7] 

Joint 
Angle (rad): 
[-0.6 ~ 0.6] 

The trajectory 
tracking is in 

two directions as 
in (T.Noda, 

2014) and (W.  
Sun,2016)which 

is more 
challenging than 
(Wu, 2017) and 
(Ishihara, 2018) 
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C- Comparison with MPC Approach 

In this part, we compared this study’s strategy with the classical MPC 

approach that used the QP method.  

In this comparative study, we have preserved the same characteristics of the 

studied system, but with an increase in the strength of the actuator fault. We only 

consider an actuator fault not failure; i.e., we illustrate the case of partial loss of the 

actuator affected by an actuator fault on 𝑢𝑢. Thus, we test again the applied control 

input with 45% power loss at system start-up due to an actuator fault, followed by 

a 35% efficiency loss at time 𝑡𝑡 = 1.6 [𝑠𝑠], followed by another loss of efficiency of 55% 

at time 𝑡𝑡 = 3.8 [𝑠𝑠]. The obtained results are presented in Figures 4.13.  

We notice that faults  𝑓𝑓1 and 𝑓𝑓2 are well estimated, in the case of the actuator 

fault occurrence. Therefore, in Figure 4.14, an estimation of different scenarios of 

faults (loss of pressure and overpressure of the pneumatic actuator) are presented 

based on the proposed estimation mechanism, where, the observer estimates the 

faults 𝑓𝑓𝑖𝑖 at reasonable time. We note that if a fault appears on the first actuator 

"input" or on the second actuator "input", the fault is well estimated. So, using this 

observer, the actuator faults are detected and located, even if they appear 

simultaneously on both outputs behavior. As a result, we remark that the used 

observer provides a satisfactory estimate of faults, even if the states are unknown. 

Therefore, the state estimation error is given in the Figure 4.14.d. 

If we compare the results of the tracking performances obtained by our 

proposed control design with those of predictive control based on QP method of the 

robot arm (Figures 4.13.b and 4.13.b), it is obvious that the desired objective has 

been improved using the HFTPC strategy, compared with the MPC scheme based 

on QP. We notice in the mentioned figures that the obtained control input by QP 

method mostly has a less efficiency control performances for the position and 

velocity tracking. The latter can be converted to an inefficiency of the controller to 

compensate the effect of the actuator faults at reasonable time, if the faults 

amplitude is increasing and become too considerable to manage robustly.  
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Without Faults or Time Delay  With Faults or Time Delay  

a.

 

b.

 

c.

 

d.

 

Fig. 4.13. Comparison between Proposed Approach (HFTPC) and MPC Approach 
(a) and (b) represent Position. (c) and (d) represent Position Error. 
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the instant t = 3.8 [s]. In this case, the intrinsic robustness of the MPC scheme using 

QP is no longer sufficient to ensure the stability of the faulty system. In fact, this 

fault was not taken into account in computation of the control law at the moment it 

occurred. The second drawback of this approach (MPC scheme using QP) is that the 

model of the system, as well as the delay, must be perfectly known to be able to 

write the different matrices necessary for the synthesis of the system. 
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The results of using the proposed control design show that the effect of the 

fault is treated and compensated at a reasonable time. In addition, the robustness in 

terms of stability for the closed loop system is ensured, in the presence of an 

additive-actuator faults and time-varying delay. As a result, the proposed approach 

HFTPC, through results in Figures: 4.13.a, 4.13.b, 4.13.c and 4.13.d outperforms the 

classical MPC scheme in coping with faulty hybrid actuators in the presence of time 

delay. 

a. 

 

b. 

 

Fig. 4.14. Intermittent pneumatic actuator fault fa(k) and its estimations using Proposed Approach (HFTPC)  

(a) Pneumatic Actuator Fault and its Estimation. (b) Error of Estimated Actuator Fault. 

Table 4.4 presents a comparison of results of: the proposed HFTPC approach 

and the classical MPC strategy. 

The results show a longer convergence time, in addition of more fluctuations 

to compensate failures of hybrid actuators in the classical MPC approach compared 

to the proposed strategy in section 3.5 from chapter 3. 

 

 

 

 

0 1 2 3 4 5

Time [sec]

-1.5

-1

-0.5

0

0.5

1

Ac
tu

at
or

 F
au

lt

Actuator Fault

Estimated Actuator Fault

0 1 2 3 4 5

Time [sec]

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

Es
tim

at
ed

 F
au

lt 
Er

ro
r



                                                                                                                   Control of Hybrid Systems:   
Examples, Simulations and Discussions  

 126 

TABLE 4.4. COMPARISON WITH MPC APPROACH 

Comparison Results MPC Approach 
The Approach 

HFTPC 

Chattering interval of Position (rad) -0.1 ~ 1. 8 0 ~ 0.6 

Convergence Time (sec) 0.8 0.2 

Chattering interval of Faulty Case (rad) -0.9 ~ 1. 8 0 ~ 0.6 

Convergence Time of Faulty Case (sec) 0.7 ~ 1. 0 0.2 

Error Dynamics (rad) -1.5 ~ 0. 6 -0.2 ~ 0. 35 

 

 

Fig. 4.15. The 3D Model of Industrial Robot Arm with Hybrid Actuators System (Electric and 

Pneumatic) 

IV.6 Conclusion 

In this chapter, we have examined and treated four examples of hybrid 

systems of different nature: a hybrid system with State-Dependent Switching, the 

Continuous Switched System, the Auxiliary HS with State-Dependent Switching 
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using Fuzzy rules and the last is an Embedded HS with two pneumatic and electric 

actuators. 

In the first case, we have presented a strategy to synthesize a controller to 

ensure the stability of the hybrid system. Our focus was on an accurate estimation 

of the system states, using an observer in the synthesis of the robust MPC control. 

Then, we performed that the system is occurring fault on the sensor which 

led to failure, for a continuous switched system. We have proposed a robust MPC 

approach, by adopting an adequate mechanism of estimation to cope with the 

sensor failures to keep up the desired performances.  

In the third case, we have assumed that the system is experiencing a state 

delay and an actuator fault in the third example. We have proposed a predictive 

control for auxiliary HS with state-dependent switching based on T-S models. 

which makes it possible to define for a specific case the fault and time-delay, to meet 

specific performances, namely the quality of convergence as well as the precision 

and rapidity of the response and undesirable behavior compensation. Various 

simulations and estimated errors support these results. In order to improve these 

performances, the last example of this chapter presents an enhancement of the 

previous control design. 

In the last part of this chapter, we dealt with the issues of faults and time-

varying delay for hybrid actuator system, the pneumatic and electric actuators must 

be controlled to achieve the desired paths. The control must guarantee acceptable 

performances from the point of view of consumption and avoiding pollutant 

emissions, given that the hybrid system is highly non-linear. It is necessary that the 

control system compensates the power loss at the occurring fault moment, 

otherwise a low or excess pressure decreases or increases the control signal, thus 

promoting the undesirable behavior. 

In this regard, a new strategy of FTC called HFTPC has been proposed for 

the hybrid system; at which this control scheme is designed based on the observers, 

aiming to estimate the faults and states of the hybrid system simultaneously. The 
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convergences of the observer and the controller are obtained using the asymptotic 

stability of Lyapunov. These convergences are formulated in terms of LMIs to 

obtain the gains of the controller and the observers. The use of the nonlinear sector 

approach has reduced the conservatism related to the number of LMIs to be solved. 

We have shown by simulation results the outperforming performances of the 

proposed control approach (HFTPC), compared to the existing control strategies as 

that based on using the classical optimization methods as QP. The control approach 

(HFTPC) gives us a significant improvement for the tracking of the desired 

trajectory and effective compensation of different kinds of faults, to keep the desired 

behavior of some classes of hybrid systems. 
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Conclusion and Further Research 

Motivated by further analysis and synthesis requirements for an efficient 

control approaches of hybrid systems. Fault tolerant control for HS is an interesting 

topic for both academic and industrial communities, due to specific structures and 

properties of HS. Thus, several non-hybrid system FTC strategies are not always 

valid for HS. From this point, it is necessary to propose more efficient mechanisms 

to maintain high performances of HS in the presence of undesirable associated 

inputs. 

Since the optimality concept is considered as the main objective of many 

control strategies, the developed HFTPC achieves the optimal solution for some 

classes of HS studied in this dissertation. In addition, it ensures the HS stability 

based on less conservative conditions. The achieved goal of optimality and stability 

is related to new proposed control law, that is composed by estimated state and 

dynamic error, where the reconfiguration mechanism is basically founded on the 

concepts of observability and estimation that are raised in chapter 2 and chapter 3. 

Generally, the cost to consider for using HS is complexity and difficult 

synthesis of reliable control design. So, the present results have opened a window 

to the control aspect of HS, starting by a unified description of hybrid systems. 

Meanwhile, there are still many pertaining problems to be investigated, especially 

in the aspect of reconfiguration mechanism for the faulty systems; where a perfect 

knowledge of outputs behavior allows to design a robust and reliable control 

scheme.     

This dissertation presents a robust constructive FTC strategy as a new control 

approach, based on Predictive Control theory for faulty hybrid systems with time-

delay. Using min-max optimization method, necessary and sufficient conditions are 

derived in term of LMIs to compute the optimal control. These less conservative 

conditions reduce the computation burden, in addition to satisfy the imposed 

constraints. Moreover, a new description of HS is presented throughout this thesis 

and the existing published works. Besides, a robust hybrid fault-tolerant predictive 
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control (HFTPC) approach with time-delay is proposed in chapter 3 for some 

frameworks of HS as the main contribution. Wherein, the hybrid control design is 

based on a robust MPC to cope with time delay as continuous dynamic and robust 

fault tolerant predictive control as discrete dynamic. Therefore, the objective of this 

study is to design an optimal fault tolerant predictive control for trajectory tracking, 

applied to a class of nonlinear hybrid actuator systems subject to actuator faults and 

time delay. In fact, the introduction of time-delay and actuator faults into a hybrid 

system model results in a dynamic system converted to a strict feedback model. To 

improve the dynamic performances and decrease the conservatism, a dynamic 

estimator is implemented to estimate the faults of the actuators, in order to compute 

an optimal solution. 

However, an inspiring analysis is provided to improve the dynamics of a 

manipulator arm with hybrid actuators, which can be extended for some classes of 

hybrid systems. The state-space model has been extended by introducing the output 

tracking errors, in order to increase the hybrid controller degrees of freedom. Then, 

an optimal control is designed to operate the industrial robot arm to the desired 

position, and compensate the loss of efficiency or failure of an actuator affected by 

faults and/or in the presence of time-delays “depending on delay-range”. Using 

Lyapunov-Krasovskii function, combined with an optimized cost function and 

observer error, we have established a necessary framework to obtain a stable and 

less conservative conditions in terms of LMIs. 

We can summarize the contributions of this work in the following points: 

- The proposed hybrid optimal fault-tolerant predictive control scheme is 

made up of two elements; the first is a robust MPC control to cope with 

time varying delay, and the second is the robust hybrid fault-tolerant 

predictive control to deal with actuators faults and external disturbances; 

in order to perform a robust trajectory tracking. 

- The proposed control approach is actively reacting to faults and time-

delays, by the reconfiguration of the controller to keep-up the stability 
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and the desired performances of the whole system, regardless of the 

detection and isolation loop. 

- The proposed control law is based on two dynamics: an estimated state 

and an error dynamic. The objective is to provide a reliable estimation, 

that makes it possible to supplement or replace the information sent by 

the actuator in the case of faults or time-delay. Then, the estimated 

actuator faults are used to compensate the undesirable behavior and 

allow us to reconstruct the robust optimal control. 

- In fact, the valid and the efficient testing of the contribution that is raised 

in this study is performed through: classical, academic and industrial 

examples in chapter 4 using the proposed control schemes. Therefore, we 

have proposed two FTC approaches based on the predictive control 

theory to compute the optimal control. In the first approach we have used 

the QP method (A classical optimization method); while the second 

approach consists of computing the robust optimal control using min-max 

optimization criterion (HFTPC), to derive necessary conditions in term of 

LMIs, wherein the imposed constraints, time-delay and faults are 

underlying on the cost function. The proposed hybrid control approach 

(HFTPC) outperforms the classical MPC using QP method, by reducing 

the computation burden and deriving less conservative conditions in 

terms of LMI. 

The present work reveals some future perspectives for further investigation 

and development. The direction to be developed and formalized concerns the 

evaluation and improvement of the observer performances for hybrid systems, 

namely, precision and speed. It would also be interesting to reuse the proposed 

observers in fault-tolerant control for systems with unknown varying-delay and 

hybrid systems in the presence of faults and bounded disturbances. 
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APPENDIX A 

 

Structures and Representation of Nonlinear Systems 

 

Generally, the studied systems in control theory are not often linear and 

convex problem. Therefore, in this section, based on an academic physical example 

"Pendulum Inverted converted to an industrial example (Zahaf,2020)", we present 

the T-S and the LFT (Fractional Linear Transformation) representations as 

formalisms to convert the uncertain non-linear problem to an uncertain linear 

problem, that is well adapted to the control of uncertain nonlinear systems. Then, 

we apply the LMIs formulation to convert the studied system into convex problem. 

These two formalisms can be considered as an interesting alternative to represent a 

large classes of HS. 

�
𝐼𝐼(𝜃𝜃)𝜃̈𝜃 + 𝑀𝑀�𝜃𝜃, 𝜃̇𝜃�𝜃̇𝜃  +  𝑚𝑚𝑚𝑚𝑚𝑚 𝑐𝑐𝑐𝑐𝑐𝑐(𝜃𝜃) = 𝜏𝜏𝑜𝑜𝑜𝑜�𝑣𝑣𝑝𝑝, 𝑣𝑣𝑚𝑚�

𝜏𝜏𝑜𝑜𝑜𝑜�𝑣𝑣𝑝𝑝, 𝑣𝑣𝑚𝑚� = 𝜏𝜏𝑝𝑝(𝑃𝑃 ,𝜃𝜃) + 𝜏𝜏𝑚𝑚(𝑣𝑣𝑚𝑚 , 𝜃𝜃)
𝑃̇𝑃 = −𝐹𝐹𝑣𝑣𝑣𝑣𝑃𝑃 + 𝑣𝑣𝑝𝑝

                                             (𝐴𝐴. 1) 

State 𝑥𝑥 is the state-space model which consists of the position, the velocity 
and the Pneumatic Artificial Arm (PAM) pressure: 

                    𝑥𝑥 = [𝜃𝜃,𝜃𝜃,̇ 𝑃𝑃]𝑇𝑇                                                                                                           (𝐴𝐴. 2) 

The hybrid input u includes pneumatic and electric torque 

                     𝑢𝑢 = [𝜏𝜏𝑝𝑝, 𝜏𝜏𝑚𝑚]𝑇𝑇                                                                                                          (𝐴𝐴. 3) 

A.1 System Representation:  the system (A.1) can written partial as follow: 

𝐼𝐼𝜃̈𝜃 + 𝑀𝑀�𝜃𝜃, 𝜃̇𝜃�𝜃̇𝜃  +  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝜃𝜃) = 𝜏𝜏𝑜𝑜𝑜𝑜�𝑣𝑣𝑝𝑝,𝑣𝑣𝑚𝑚�                                                  (𝐴𝐴. 4) 

𝐼𝐼𝜃̈𝜃 + 𝑐𝑐(𝑡𝑡)𝜃̇𝜃 + 𝑞𝑞(𝑡𝑡)𝜃𝜃 =  𝐹𝐹(𝑡𝑡)                                                                                  (𝐴𝐴. 5) 

In order to provide an appropriate representation of the uncertain NL 

system, the next uncertainties are considered in our example:  
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𝑐𝑐(𝑡𝑡) = 𝑐𝑐̅ �1 + 0.3𝛿𝛿𝑐𝑐(𝑡𝑡)�, 𝑞𝑞(𝑡𝑡) = 𝑞𝑞�  �1 + 0.2𝛿𝛿𝑞𝑞(𝑡𝑡)� ,𝑃𝑃(𝑡𝑡) = 𝑃𝑃� �1 + 0.2𝛿𝛿𝑃𝑃(𝑡𝑡)�    (𝐴𝐴. 6) 

|𝛿𝛿𝑐𝑐(𝑡𝑡)| < 1,              �𝛿𝛿𝑞𝑞(𝑡𝑡)� < 1,           |𝛿𝛿𝑃𝑃(𝑡𝑡)| < 1                                            (𝐴𝐴. 7) 

𝑐𝑐(𝑡𝑡) ∈ [0.8𝑐𝑐̅, 1.2𝑐𝑐̅],    𝑞𝑞(𝑡𝑡) ∈ [0.9𝑞𝑞�, 1.1𝑞𝑞�],    𝑃𝑃(𝑡𝑡) ∈ [0.9𝑃𝑃�, 1.9𝑃𝑃�]                  (𝐴𝐴. 8) 

Where  𝑐𝑐̅, 𝑞𝑞� and 𝑃𝑃� are the nominal values of 𝑐𝑐(𝑡𝑡), 𝑞𝑞(𝑡𝑡) and 𝑃𝑃(𝑡𝑡), respectively; 

and the bounded uncertainties are 𝛿𝛿𝑐𝑐(𝑡𝑡), 𝛿𝛿𝑞𝑞(𝑡𝑡) and 𝛿𝛿𝑃𝑃(𝑡𝑡).  

A.2 T-S Model Representation for Uncertain Nonlinear System  

In this part, we try to represent the system (A.1 and A4) in the form of a T-S 

model, under the conditions (A.7 and A8) that considered as constraints. Therefore, 

the sector nonlinearity approach is used to (A.6) and (A.8), where the parameters 

𝑐𝑐 (𝑡𝑡) and 𝑘𝑘 (𝑡𝑡) represented as follow: 

𝑐𝑐(𝑡𝑡) =  𝐹𝐹𝑐𝑐,1�𝑐𝑐(𝑡𝑡)� 𝑐𝑐𝑀𝑀  + 𝐹𝐹𝑐𝑐,2�𝑐𝑐(𝑡𝑡)� 𝑐𝑐𝑚𝑚    
𝑞𝑞(𝑡𝑡) =  𝐹𝐹𝑞𝑞,1(𝑞𝑞(𝑡𝑡)) 𝑞𝑞𝑀𝑀  + 𝐹𝐹𝑞𝑞,2(𝑞𝑞(𝑡𝑡)) 𝑞𝑞𝑚𝑚  
𝑃𝑃(𝑡𝑡) =  𝐹𝐹𝑃𝑃,1(𝑃𝑃(𝑡𝑡)) 𝑃𝑃𝑀𝑀  + 𝐹𝐹𝑃𝑃,2(𝑃𝑃(𝑡𝑡)) 𝑃𝑃𝑚𝑚 

                                                           (𝐴𝐴. 9) 

With 
𝑐𝑐𝑀𝑀  =  𝑚𝑚𝑚𝑚𝑚𝑚{𝑐𝑐(𝑡𝑡)} =  1.2𝑐𝑐̅,         𝑐𝑐𝑚𝑚  =  𝑚𝑚𝑚𝑚𝑚𝑚{𝑐𝑐(𝑡𝑡)} =  0.8𝑐𝑐̅   
𝑞𝑞𝑀𝑀  =  𝑚𝑚𝑚𝑚𝑚𝑚{𝑞𝑞(𝑡𝑡)} =  1.1𝑞𝑞�,        𝑞𝑞𝑚𝑚  =  𝑚𝑚𝑚𝑚𝑚𝑚{𝑞𝑞(𝑡𝑡)}  =  0.9𝑞𝑞�
𝑃𝑃𝑀𝑀  =  𝑚𝑚𝑚𝑚𝑚𝑚{𝑃𝑃(𝑡𝑡)} =  1.1𝑃𝑃�,        𝑃𝑃𝑚𝑚  =  𝑚𝑚𝑚𝑚𝑚𝑚{𝑃𝑃(𝑡𝑡)}  =  0.9𝑃𝑃�

                         (𝐴𝐴. 10) 

𝐹𝐹𝑐𝑐,1�𝑐𝑐(𝑡𝑡)� =  
𝑐𝑐(𝑡𝑡) − 𝑐𝑐𝑚𝑚
𝑐𝑐𝑀𝑀 − 𝑐𝑐𝑚𝑚

,              𝐹𝐹𝑐𝑐,2�𝑐𝑐(𝑡𝑡)� =  
𝑐𝑐𝑀𝑀 − 𝑐𝑐(𝑡𝑡)
𝑐𝑐𝑀𝑀 − 𝑐𝑐𝑚𝑚

 

𝐹𝐹𝑞𝑞,1�𝑞𝑞(𝑡𝑡)� =  
𝑞𝑞(𝑡𝑡) − 𝑞𝑞𝑚𝑚
𝑞𝑞𝑀𝑀 − 𝑞𝑞𝑚𝑚

,            𝐹𝐹𝑞𝑞,2�𝑞𝑞(𝑡𝑡)� =  
𝑞𝑞𝑀𝑀 − 𝑞𝑞(𝑡𝑡)
𝑞𝑞𝑀𝑀 − 𝑞𝑞𝑚𝑚

𝐹𝐹𝑃𝑃,1�𝑃𝑃(𝑡𝑡)� =  
𝑃𝑃(𝑡𝑡) − 𝑃𝑃𝑚𝑚
𝑃𝑃𝑀𝑀 − 𝑃𝑃𝑚𝑚

,            𝐹𝐹𝑃𝑃,2�𝑃𝑃(𝑡𝑡)� =  
𝑃𝑃𝑀𝑀 − 𝑃𝑃(𝑡𝑡)
𝑃𝑃𝑀𝑀 − 𝑃𝑃𝑚𝑚

                             (𝐴𝐴. 11) 

The uncertain nonlinear system (A.1), (A.6) is presented in the T-S model as 

follow: 

𝑋̇𝑋(𝑡𝑡) = �
0 1 0

−𝑞𝑞(𝑡𝑡) 𝐼𝐼⁄ −𝑐𝑐(𝑡𝑡) 𝐼𝐼⁄ 0
0 0 −𝑃𝑃(𝑡𝑡)

�𝑋𝑋(𝑡𝑡) + �
0

1 𝐼𝐼⁄
𝑃𝑃(𝑡𝑡)

�𝑢𝑢(𝑡𝑡)                                         (𝐴𝐴. 12) 
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𝑋̇𝑋(𝑡𝑡) = �𝜇𝜇𝑖𝑖(𝑡𝑡)
4

𝑖𝑖=1

(𝐴𝐴𝑖𝑖𝑋𝑋(𝑡𝑡) + 𝐵𝐵𝑖𝑖𝑢𝑢(𝑡𝑡))                                                                                     (𝐴𝐴. 13) 

𝑋̇𝑋(𝑡𝑡) = �
0 1 0

−𝐹𝐹𝑞𝑞,1�𝑞𝑞(𝑡𝑡)�𝑞𝑞𝑀𝑀 𝐼𝐼⁄ −𝐹𝐹𝑐𝑐,1�𝑐𝑐(𝑡𝑡)�𝑐𝑐𝑀𝑀 𝐼𝐼⁄ 0
0 0 −𝐹𝐹𝑃𝑃,1�𝑃𝑃(𝑡𝑡)�𝑃𝑃𝑀𝑀

�𝑋𝑋(𝑡𝑡)

+ �
0 1 0

−𝐹𝐹𝑞𝑞,1�𝑞𝑞(𝑡𝑡)�𝑞𝑞𝑀𝑀 𝐼𝐼⁄ −𝐹𝐹𝑐𝑐,1�𝑐𝑐(𝑡𝑡)�𝑐𝑐𝑀𝑀 𝐼𝐼⁄ 0
0 0 −𝐹𝐹𝑃𝑃,1�𝑃𝑃(𝑡𝑡)�𝑃𝑃𝑚𝑚

�𝑋𝑋(𝑡𝑡)

+ �
0 1 0

−𝐹𝐹𝑞𝑞,1�𝑞𝑞(𝑡𝑡)�𝑞𝑞𝑀𝑀 𝐼𝐼⁄ −𝐹𝐹𝑐𝑐,2�𝑐𝑐(𝑡𝑡)�𝑐𝑐𝑚𝑚 𝐼𝐼⁄ 0
0 0 −𝐹𝐹𝑃𝑃,1�𝑃𝑃(𝑡𝑡)�𝑃𝑃𝑀𝑀

�𝑋𝑋(𝑡𝑡)

+ �
0 1 0

−𝐹𝐹𝑞𝑞,1�𝑞𝑞(𝑡𝑡)�𝑞𝑞𝑀𝑀 𝐼𝐼⁄ −𝐹𝐹𝑐𝑐,2�𝑐𝑐(𝑡𝑡)�𝑐𝑐𝑚𝑚 𝐼𝐼⁄ 0
0 0 −𝐹𝐹𝑃𝑃,1�𝑃𝑃(𝑡𝑡)�𝑃𝑃𝑚𝑚

�𝑋𝑋(𝑡𝑡)

+ �
0 1 0

−𝐹𝐹𝑞𝑞,2�𝑞𝑞(𝑡𝑡)�𝑞𝑞𝑚𝑚 𝐼𝐼⁄ −𝐹𝐹𝑐𝑐,1�𝑐𝑐(𝑡𝑡)�𝑐𝑐𝑀𝑀 𝐼𝐼⁄ 0
0 0 −𝐹𝐹𝑃𝑃,2�𝑃𝑃(𝑡𝑡)�𝑃𝑃𝑀𝑀

�𝑋𝑋(𝑡𝑡)

+ �
0 1 0

−𝐹𝐹𝑞𝑞,2�𝑞𝑞(𝑡𝑡)�𝑞𝑞𝑚𝑚 𝐼𝐼⁄ −𝐹𝐹𝑐𝑐,1�𝑐𝑐(𝑡𝑡)�𝑐𝑐𝑀𝑀 𝐼𝐼⁄ 0
0 0 −𝐹𝐹𝑃𝑃,2�𝑃𝑃(𝑡𝑡)�𝑃𝑃𝑚𝑚

�𝑋𝑋(𝑡𝑡)

+ �
0 1 0

−𝐹𝐹𝑞𝑞,2�𝑞𝑞(𝑡𝑡)�𝑞𝑞𝑚𝑚 𝐼𝐼⁄ −𝐹𝐹𝑐𝑐,2�𝑐𝑐(𝑡𝑡)�𝑐𝑐𝑚𝑚 𝐼𝐼⁄ 0
0 0 −𝐹𝐹𝑃𝑃,2�𝑃𝑃(𝑡𝑡)�𝑃𝑃𝑀𝑀

�𝑋𝑋(𝑡𝑡)

+ �
0 1 0

−𝐹𝐹𝑞𝑞,2�𝑞𝑞(𝑡𝑡)�𝑞𝑞𝑚𝑚 𝐼𝐼⁄ −𝐹𝐹𝑐𝑐,2�𝑐𝑐(𝑡𝑡)�𝑐𝑐𝑚𝑚 𝐼𝐼⁄ 0
0 0 −𝐹𝐹𝑃𝑃,2�𝑃𝑃(𝑡𝑡)�𝑃𝑃𝑚𝑚

�𝑋𝑋(𝑡𝑡)

+ �
0

1 𝐼𝐼⁄
𝑃𝑃𝑀𝑀

�𝑢𝑢(𝑡𝑡)  + �
0

1 𝐼𝐼⁄
𝑃𝑃𝑚𝑚

�𝑢𝑢(𝑡𝑡) + �
0

1 𝐼𝐼⁄
𝑃𝑃𝑀𝑀

�𝑢𝑢(𝑡𝑡)  

+ �
0

1 𝐼𝐼⁄
𝑃𝑃𝑚𝑚

�𝑢𝑢(𝑡𝑡)                                                                                          (𝐴𝐴. 14) 

𝑋̇𝑋(𝑡𝑡) = ( 𝜃𝜃(𝑡𝑡) 𝜃̇𝜃(𝑡𝑡) 𝑃𝑃)𝑇𝑇 is state vector and 𝑢𝑢(𝑡𝑡) = 𝐹𝐹(𝑡𝑡) is the input control, where 

the membership functions 𝜇𝜇𝑖𝑖(𝑡𝑡) are described as follows: 
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𝜇𝜇1(𝑡𝑡) = 𝐹𝐹𝑞𝑞,1(𝑡𝑡)𝐹𝐹𝑐𝑐,1(𝑡𝑡)𝐹𝐹𝑃𝑃,1(𝑡𝑡), 𝜇𝜇2(𝑡𝑡) = 𝐹𝐹𝑞𝑞,1(𝑡𝑡)𝐹𝐹𝑐𝑐,2(𝑡𝑡)𝐹𝐹𝑃𝑃,1(𝑡𝑡),
𝜇𝜇3(𝑡𝑡) = 𝐹𝐹𝑞𝑞,1(𝑡𝑡)𝐹𝐹𝑐𝑐,1(𝑡𝑡)𝐹𝐹𝑃𝑃,2(𝑡𝑡), 𝜇𝜇4(𝑡𝑡) = 𝐹𝐹𝑞𝑞,1(𝑡𝑡)𝐹𝐹𝑐𝑐,2(𝑡𝑡)𝐹𝐹𝑃𝑃,2(𝑡𝑡),
𝜇𝜇5(𝑡𝑡) = 𝐹𝐹𝑞𝑞,2(𝑡𝑡)𝐹𝐹𝑐𝑐,1(𝑡𝑡)𝐹𝐹𝑃𝑃,1(𝑡𝑡), 𝜇𝜇6(𝑡𝑡) = 𝐹𝐹𝑞𝑞,2(𝑡𝑡)𝐹𝐹𝑐𝑐,1(𝑡𝑡)𝐹𝐹𝑃𝑃,1(𝑡𝑡),
𝜇𝜇7(𝑡𝑡) = 𝐹𝐹𝑞𝑞,2(𝑡𝑡)𝐹𝐹𝑐𝑐,1(𝑡𝑡)𝐹𝐹𝑃𝑃,2(𝑡𝑡), 𝜇𝜇8(𝑡𝑡) = 𝐹𝐹𝑞𝑞,2(𝑡𝑡)𝐹𝐹𝑐𝑐,1(𝑡𝑡)𝐹𝐹𝑃𝑃,2(𝑡𝑡),

                                         (𝐴𝐴. 15) 

Then, the state matrices 𝐴𝐴𝑖𝑖 and 𝐵𝐵𝑖𝑖 are given by: 

𝐴𝐴1 = �
0 1 0

−𝑞𝑞𝑀𝑀 𝐼𝐼⁄ −𝑐𝑐𝑀𝑀 𝐼𝐼⁄ 0
0 0 −𝑃𝑃𝑀𝑀

� ,             𝐴𝐴2 = �
0 1 0

−𝑞𝑞𝑀𝑀 𝐼𝐼⁄ −𝑐𝑐𝑀𝑀 𝐼𝐼⁄ 0
0 0 −𝑃𝑃𝑚𝑚

� ,

𝐴𝐴3 = �
0 1 0

−𝑞𝑞𝑀𝑀 𝐼𝐼⁄ −𝑐𝑐𝑚𝑚 𝐼𝐼⁄ 0
0 0 −𝑃𝑃𝑀𝑀

� ,             𝐴𝐴4 = �
0 1 0

−𝑞𝑞𝑀𝑀 𝐼𝐼⁄ −𝑐𝑐𝑚𝑚 𝐼𝐼⁄ 0
0 0 −𝑃𝑃𝑚𝑚

� ,

𝐴𝐴5 = �
0 1 0

−𝑞𝑞𝑚𝑚 𝐼𝐼⁄ −𝑐𝑐𝑀𝑀 𝐼𝐼⁄ 0
0 0 −𝑃𝑃𝑀𝑀

� ,               𝐴𝐴6 = �
0 1 0

−𝑞𝑞𝑚𝑚 𝐼𝐼⁄ −𝑐𝑐𝑀𝑀 𝐼𝐼⁄ 0
0 0 −𝑃𝑃𝑚𝑚

�,   

𝐴𝐴7 = �
0 1 0

−𝑞𝑞𝑚𝑚 𝐼𝐼⁄ −𝑐𝑐𝑚𝑚 𝐼𝐼⁄ 0
0 0 −𝑃𝑃𝑀𝑀

� ,               𝐴𝐴8 = �
0 1 0

−𝑞𝑞𝑚𝑚 𝐼𝐼⁄ −𝑐𝑐𝑚𝑚 𝐼𝐼⁄ 0
0 0 −𝑃𝑃𝑚𝑚

� ,

        (𝐴𝐴. 16)  

𝐵𝐵1 = 𝐵𝐵3 = � 0
𝑃𝑃𝑀𝑀 𝐼𝐼⁄ � ,                      𝐵𝐵2 = 𝐵𝐵4 = � 0

𝑃𝑃𝑚𝑚 𝐼𝐼⁄ � ,                                            (𝐴𝐴. 17) 

A.3 LFT Representation for Uncertain Nonlinear System 

A second approach to represent the uncertain system (A.1) is introduced as 

an alternative approach. We following the steps in (Bezzaoucha,20014), where the 

principal of this approach based on the separation of the certain and uncertain states 

in model. Therefore, we get:    

⎩
⎪⎪
⎨

⎪⎪
⎧
�
𝜃̇𝜃(𝑡𝑡)
𝜃̈𝜃(𝑡𝑡)
𝑃̇𝑃(𝑡𝑡)

� = �
0 1 0

−𝑞𝑞� 𝐼𝐼⁄ − 𝑐𝑐̅ 𝐼𝐼⁄ 0
0 0 𝑃𝑃� 𝐼𝐼⁄

��
𝜃𝜃(𝑡𝑡)
𝜃̇𝜃(𝑡𝑡)
𝑃𝑃(𝑡𝑡)

� + �
0

1 𝐼𝐼⁄
𝑃𝑃� 𝐼𝐼⁄

�𝐹𝐹(𝑡𝑡) + �
0 1 0

−0.2 𝐼𝐼⁄ −0.1 𝐼𝐼⁄ 0
0 0 0.1 𝐼𝐼⁄

��
𝑠𝑠1(𝑡𝑡)
𝑠𝑠2(𝑡𝑡)
𝑠𝑠3(𝑡𝑡)

�

𝑦𝑦(𝑡𝑡) =  (1 0 0) �
𝜃𝜃(𝑡𝑡)
𝜃̇𝜃(𝑡𝑡)
𝑃𝑃(𝑡𝑡)

�

(𝐴𝐴. 18) 

�
𝑠𝑠1(𝑡𝑡)
𝑠𝑠2(𝑡𝑡)
𝑠𝑠3(𝑡𝑡)

� = �
𝛿𝛿𝑐𝑐(𝑡𝑡) 0 0

0 𝛿𝛿𝑞𝑞(𝑡𝑡) 0
0 0 𝛿𝛿𝑃𝑃(𝑡𝑡)

��
𝑣𝑣1(𝑡𝑡)
𝑣𝑣2(𝑡𝑡)
𝑣𝑣3(𝑡𝑡)

� ,�
𝑣𝑣1(𝑡𝑡)
𝑣𝑣2(𝑡𝑡)
𝑣𝑣3(𝑡𝑡)

� = �
0 𝑐𝑐̅ 0
𝑞𝑞� 0 0
0 0 𝑃𝑃�

��
𝜃𝜃(𝑡𝑡)
𝜃̇𝜃(𝑡𝑡)
𝑃𝑃(𝑡𝑡)

�    (𝐴𝐴. 19) 



APPENDIX B 

 

Predictor and Predictions Computation Based on State 
Space Representation 

 

This section is devoted to the modelling model predictive control based on 

state space model derived from nonlinear systems. Meanwhile, a classical synthesis 

is shown to obtain the control law (Richalet,1978; Clake,1987). Thus, the discrete-

time state space representation hybrid model is represented as: 

    �𝑥𝑥
(𝑘𝑘 + 1, 𝑗𝑗) = 𝐴𝐴𝐴𝐴(𝑘𝑘, 𝑗𝑗) + 𝐵𝐵𝐵𝐵(𝑘𝑘, 𝑗𝑗)

𝑦𝑦(𝑘𝑘, 𝑗𝑗) = 𝐶𝐶𝐶𝐶(𝑘𝑘, 𝑗𝑗)                                                                    (𝐵𝐵. 1) 

Where  𝑥𝑥(𝑘𝑘, 𝑗𝑗) ∈ 𝑅𝑅𝑛𝑛 is the states vector belonging to a state space 𝑀𝑀 ⊂ 𝑅𝑅𝑛𝑛, 𝑢𝑢(𝑘𝑘, 𝑗𝑗) ∈

𝑅𝑅𝑚𝑚 input control and 𝑦𝑦(𝑘𝑘, 𝑗𝑗) ∈ 𝑅𝑅𝑙𝑙 is the output vector of system, with constraints in 

inputs control 𝑢𝑢(𝑘𝑘, 𝑗𝑗) and outputs 𝑦𝑦(𝑘𝑘, 𝑗𝑗). Over a prediction horizon 𝑁𝑁ℎ: 

𝑢𝑢𝑚𝑚𝑚𝑚𝑚𝑚,𝑗𝑗 ≤ 𝑢𝑢(𝑘𝑘 + 𝑖𝑖, 𝑗𝑗) ≤ 𝑢𝑢𝑚𝑚𝑚𝑚𝑚𝑚,𝑗𝑗

𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚,𝑗𝑗 ≤ 𝑦𝑦(𝑘𝑘 + 𝑖𝑖, 𝑗𝑗) ≤ 𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚,𝑗𝑗
    𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖 = 1 …𝑁𝑁                                              (𝐵𝐵. 2) 

Note: for simplicity, we write e.g., 𝑢𝑢𝑚𝑚𝑚𝑚𝑚𝑚,𝑗𝑗 = 𝑢𝑢𝑚𝑚𝑚𝑚𝑚𝑚, 𝑢𝑢(𝑘𝑘, 𝑗𝑗) = 𝑢𝑢(𝑘𝑘) for all variables. 

At first, we compute the 𝑛𝑛 predictions based on mathematical manipulation of states 

space model: 

𝑥𝑥(𝑘𝑘 + 1) = 𝐴𝐴𝐴𝐴(𝑘𝑘) + 𝐵𝐵𝐵𝐵(𝑘𝑘) = 𝐴𝐴𝐴𝐴(𝑘𝑘) + 𝐵𝐵𝐵𝐵(𝑘𝑘 − 1) + 𝐵𝐵∆𝑢𝑢(𝑘𝑘) 

𝑥𝑥(𝑘𝑘 + 2) = 𝐴𝐴𝐴𝐴(𝑘𝑘 + 1) + 𝐵𝐵𝐵𝐵(𝑘𝑘 + 1) 

                  = 𝐴𝐴2𝑥𝑥(𝑘𝑘) + (𝐴𝐴𝐴𝐴 + 𝐵𝐵)𝑢𝑢(𝑘𝑘 − 1) + (𝐴𝐴𝐴𝐴 + 𝐵𝐵)∆𝑢𝑢(𝑘𝑘) + 𝐵𝐵∆𝑢𝑢(𝑘𝑘 + 1) 

⋮ 

𝑥𝑥(𝑘𝑘 + 𝑛𝑛) = 𝐴𝐴𝑛𝑛𝑥𝑥(𝑘𝑘) + (𝐴𝐴𝑛𝑛−1𝐵𝐵 + ⋯+ 𝐵𝐵)𝑢𝑢(𝑘𝑘 − 1) + (𝐴𝐴𝑛𝑛−1𝐵𝐵 + ⋯+ 𝐵𝐵)∆𝑢𝑢(𝑘𝑘) + ⋯

+ 𝐵𝐵∆𝑢𝑢(𝑘𝑘 + 𝑛𝑛 − 1)                                                                                            (𝐵𝐵. 3) 
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Hence, the predictor can be formulated in the next matrix form as: 

𝑋𝑋� = �

𝑥𝑥�(𝑘𝑘)
𝑥𝑥�(𝑘𝑘 + 1)

⋮
𝑥𝑥�(𝑘𝑘 + 𝑛𝑛 − 1)

� = 𝛹𝛹0𝑥𝑥(𝑘𝑘) + 𝛤𝛤0𝑢𝑢(𝑘𝑘 − 1) + 𝛬𝛬∆𝑢𝑢                                                        (𝐵𝐵. 4) 

With :   ∆𝑈𝑈 = �

∆𝑢𝑢(𝑘𝑘)
∆𝑢𝑢(𝑘𝑘 + 1)

⋮
∆𝑢𝑢(𝑘𝑘 + 𝑛𝑛 − 1)

� ,     Ψ0 = �

𝐴𝐴
𝐴𝐴2
⋮
𝐴𝐴𝑛𝑛
� ,       𝛤𝛤0 = �

𝐵𝐵
𝐴𝐴𝐴𝐴 + 𝐵𝐵

⋮
𝐴𝐴𝑛𝑛−1𝐵𝐵 + ⋯+ 𝐵𝐵

�        

Λ = �

B 0 … 0
𝐴𝐴𝐴𝐴 + 𝐵𝐵 B … 0

⋮ ⋮ ⋱ ⋮
𝐴𝐴𝑛𝑛−1𝐵𝐵 + ⋯+ 𝐵𝐵 𝐴𝐴𝑛𝑛−2𝐵𝐵 + ⋯+ 𝐵𝐵 … B

� 

Also, (B.4) can be written as follows: 

 𝑦𝑦�(𝑘𝑘 + 𝑛𝑛|𝑘𝑘) = 𝐶𝐶𝐴𝐴𝑛𝑛𝑥𝑥(𝑘𝑘) + ∑ 𝐶𝐶𝐴𝐴𝑛𝑛−𝑖𝑖−1𝑛𝑛−1
𝑖𝑖=0 𝐵𝐵𝐵𝐵(𝑘𝑘 − 1) + ∑ 𝐶𝐶𝐴𝐴𝑛𝑛−𝑖𝑖−1𝑛𝑛−1

𝑖𝑖=0 B∆𝑈𝑈    (𝐵𝐵. 5)  

With:    𝛹𝛹ℎ = 𝐶𝐶𝛹𝛹0 , Γℎ = 𝐶𝐶Γ ,     Λℎ = 𝐶𝐶Λ  

𝑦𝑦� = 𝐶𝐶𝑥𝑥� = 𝛹𝛹ℎ𝑥𝑥(𝑘𝑘) + 𝛤𝛤ℎ𝑢𝑢(𝑘𝑘 − 1) + 𝛬𝛬ℎ∆𝑈𝑈                                            (𝐵𝐵. 6)  

In predictive control, only the first computed input control (more specifically, only 

the current computed input control) is considered and applied for next iteration, 

thus minimize the cost function using the current input control 𝑢𝑢(𝑘𝑘 − 1) is not 

relevant, the output predictor (B.6) can be written as follow: 

𝑦𝑦� = 𝐶𝐶𝑥𝑥� = 𝛹𝛹ℎ𝑥𝑥(𝑘𝑘) + 𝛬𝛬ℎ∆𝑈𝑈                                                            (𝐵𝐵. 7)  

𝑦𝑦� = 𝐶𝐶𝑥𝑥� = 𝛹𝛹ℎ𝑥𝑥(𝑘𝑘) + 𝛬𝛬ℎ𝑢𝑢(𝑘𝑘)                                                            (𝐵𝐵. 8) 

 

 



APPENDIX C 

 

LMIs Tools for Analysis, Synthesis and Transformations 

of Matrices  

 

Generally, the studied problems in control theory are not necessary linear 

and convex. Therefore, it is necessary to have some mathematical transformations 

to convert the non-linear convex problems to LMIs problems to obtain relaxed 

conditions based on optimization criterion. 

C.1 Schur Complement 

 Lemma C.1 (El Ghaoui,1997): Let 𝑅𝑅(𝑥𝑥) ∈ ℜ𝑚𝑚∗𝑚𝑚 is definite positive matrix and  𝑅𝑅(𝑥𝑥) =

𝑅𝑅(𝑥𝑥)𝑇𝑇, 𝑄𝑄(𝑥𝑥) ∈ ℜ𝑚𝑚∗𝑛𝑛 is full rank matrix  𝑄𝑄(𝑥𝑥) = 𝑄𝑄(𝑥𝑥)𝑇𝑇  and  𝑆𝑆(𝑥𝑥) ∈ ℜ𝑛𝑛∗𝑛𝑛  any matrix. 

The Three matrices are dependently affine of variable  𝒙𝒙. The following inequalities are 

equivalent: 

1.𝑄𝑄(𝑥𝑥) − 𝑆𝑆(𝑥𝑥)𝑅𝑅(𝑥𝑥)−1𝑆𝑆(𝑥𝑥)𝑇𝑇 > 0,          𝑅𝑅(𝑥𝑥)0                                                                       (𝐶𝐶. 1) 

2. � 𝑄𝑄
(𝑥𝑥) 𝑆𝑆(𝑥𝑥)

𝑆𝑆(𝑥𝑥)𝑇𝑇 𝑅𝑅(𝑥𝑥)� > 0                                                                                                                  (𝐶𝐶. 2) 

- Then, by using the property in (Salvador,2005), the generalized Schur 

complement becomes:  

Let the next matrices 𝑈𝑈(𝑥𝑥) and 𝑀𝑀(𝑥𝑥) coordinate with the above matrices, with 𝑅𝑅(𝑥𝑥) > 0 

and  𝑀𝑀(𝑥𝑥) > 0. The following two inequalities are equivalent:   

1.𝑄𝑄(𝑥𝑥) − 𝑆𝑆(𝑥𝑥)𝑅𝑅(𝑥𝑥)−1𝑆𝑆(𝑥𝑥)𝑇𝑇 − 𝑈𝑈(𝑥𝑥)𝑀𝑀(𝑥𝑥)−1𝑈𝑈(𝑥𝑥)𝑇𝑇 > 0,                                                    (𝐶𝐶. 3) 

2. �
𝑄𝑄(𝑥𝑥) 𝑆𝑆(𝑥𝑥) 𝑈𝑈(𝑥𝑥)
𝑆𝑆(𝑥𝑥)𝑇𝑇 𝑅𝑅(𝑥𝑥) 0
𝑈𝑈(𝑥𝑥)𝑇𝑇 0 𝑀𝑀(𝑥𝑥)

� > 0                                                                                                  (𝐶𝐶. 4) 
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C.2 Congruence Property 

For particular classes of optimization problems, the obtained linear convex 

inequalities require some supplementary variables to relax the computation of 

optimal control. These proprieties are developed based on the next inequalities: 

- 𝐴𝐴𝑇𝑇𝑃𝑃𝑃𝑃 − 𝑄𝑄 < 0, 

- 𝐴𝐴𝑇𝑇𝑃𝑃 + 𝑃𝑃𝑃𝑃 + 𝑄𝑄 < 0, 

For the first inequality we have the next results: 

Lemma C.2 : let 𝐴𝐴,𝐺𝐺, 𝐿𝐿,𝑃𝑃 𝑎𝑎𝑎𝑎𝑎𝑎 𝑄𝑄 are matrices with appropriate dimensions. The next 

inequalities are equivalents: 

1. 𝐴𝐴𝑇𝑇𝑃𝑃𝑃𝑃 − 𝑄𝑄 < 0,         𝑃𝑃 > 0                                                                                                      (𝐶𝐶. 5) 

2. �−𝑄𝑄 𝐴𝐴𝑇𝑇𝑃𝑃
𝑃𝑃𝑃𝑃 −𝑃𝑃

� < 0                                                                                                                        (𝐶𝐶. 6) 

3. ∃𝐺𝐺 � −𝑄𝑄 −𝐴𝐴𝑇𝑇𝐺𝐺𝑇𝑇

−𝐺𝐺𝐺𝐺 −𝐺𝐺 − 𝐺𝐺𝑇𝑇 + 𝑃𝑃
� < 0,         𝑃𝑃 > 0                                                                       (𝐶𝐶. 7) 

4. ∃𝐺𝐺, 𝐿𝐿 �–𝑄𝑄 + 𝐴𝐴𝑇𝑇𝐿𝐿𝑇𝑇 + 𝐿𝐿𝐿𝐿 −𝐿𝐿 + 𝐴𝐴𝑇𝑇𝐺𝐺𝑇𝑇

−𝐿𝐿𝑇𝑇 + 𝐺𝐺𝐺𝐺 −𝐺𝐺 − 𝐺𝐺𝑇𝑇 + 𝑃𝑃
� < 0,    𝑃𝑃 > 0                                                 (𝐶𝐶. 8) 

Remak:  

- Inequality (C.7) is obtained in (De Oliveira,1999). 

- Inequality (C.8) is obtained in (Peaucelle,2000). 

For the transformation of the rest inequalities we have: 

(𝐶𝐶. 5) ⟺ (𝐶𝐶. 6):  𝑏𝑏𝑏𝑏 𝑆𝑆ℎ𝑢𝑢𝑢𝑢 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶. 

(𝐶𝐶. 6) ⟹ (𝐶𝐶. 7) 𝑎𝑎𝑎𝑎𝑎𝑎 (𝐶𝐶. 8): 𝑖𝑖𝑖𝑖 𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗 𝑡𝑡𝑡𝑡 𝑝𝑝𝑝𝑝𝑝𝑝 𝐺𝐺 = 𝑃𝑃 𝑒𝑒𝑒𝑒 𝐿𝐿 = 0  

(𝐶𝐶. 7) 𝑎𝑎𝑎𝑎𝑎𝑎 (𝐶𝐶. 8) ⟹ (𝐶𝐶. 5): 𝑏𝑏𝑏𝑏 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑎𝑎𝑎𝑎𝑎𝑎 𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑡𝑡 𝑏𝑏𝑏𝑏[𝐼𝐼 𝐴𝐴𝑇𝑇]  

Follow the steps for the first inequality, then results for the second inequality are: 
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Lemma C.3 (Peaucelle,2000): let 𝐴𝐴,𝐺𝐺, 𝐿𝐿,𝑃𝑃 𝑎𝑎𝑎𝑎𝑎𝑎 𝑄𝑄 are matrices with appropriate 

dimensions. The next inequalities are equivalents: 

1.𝐴𝐴𝑇𝑇𝑃𝑃 + 𝑃𝑃𝑃𝑃 + 𝑄𝑄 < 0,                                                                                                                  (𝐶𝐶. 9) 

2.∃𝐺𝐺, 𝐿𝐿 �𝐴𝐴
𝑇𝑇𝐿𝐿𝑇𝑇 + 𝐿𝐿𝐿𝐿 + 𝑄𝑄 𝑃𝑃 − 𝐿𝐿 + 𝐴𝐴𝑇𝑇𝐺𝐺
𝑃𝑃 − 𝐿𝐿𝑇𝑇 + 𝐺𝐺𝑇𝑇𝐴𝐴 −𝐺𝐺 − 𝐺𝐺𝑇𝑇

� < 0,                                                                  (𝐶𝐶. 10) 

Also, for the transaction between the inqualities, we have : 

(𝐶𝐶. 10) ⟹ (𝐶𝐶. 9): 𝑏𝑏𝑏𝑏 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑎𝑎𝑎𝑎𝑎𝑎 𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑡𝑡 𝑏𝑏𝑏𝑏 [𝐼𝐼 𝐴𝐴𝑇𝑇] 

(𝐶𝐶. 9) ⟹ (𝐶𝐶. 10): 𝑖𝑖𝑖𝑖 (𝐵𝐵. 9) 𝑖𝑖𝑖𝑖 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 ,∃𝜀𝜀 > 0 such as  𝐴𝐴𝑇𝑇𝑃𝑃 + 𝑃𝑃𝑃𝑃 + 𝑄𝑄 + 𝜀𝜀
2
𝐴𝐴𝑇𝑇𝐴𝐴 < 0, by 

using Schur complement, and posed that 𝐿𝐿 = 𝑃𝑃  𝑒𝑒𝑒𝑒  𝐺𝐺 = 𝜀𝜀𝜀𝜀 in (C.10),  we get:  

�𝐴𝐴
𝑇𝑇𝑃𝑃𝑇𝑇 + 𝑃𝑃𝑃𝑃 + 𝑄𝑄 𝜀𝜀𝜀𝜀𝑇𝑇

𝜀𝜀𝜀𝜀 −2𝜀𝜀𝜀𝜀
� < 0. 

Note: the necessary conditions are verified and ensure the boundedness of the following 

inequalities  

- Lemma 2 : (𝐶𝐶. 6) ⟹ (𝐶𝐶. 7) 𝑎𝑎𝑎𝑎𝑎𝑎 (𝐶𝐶. 8),  

- Lemma 3 : (𝐶𝐶. 9) ⟹ (𝐶𝐶. 10) 

if  𝐿𝐿,𝐺𝐺 are not constrained matrices. 

B.3 Variables or Elements Projection 

The next lemma is mostly used in LMIs formulations in several constraints 

control problems by transforming some variables to decrease the dimension of the 

feasibility problems. For that, we recall two versions of Finsler’s Lemma. 

Lemma C.4 (Finsler) (De Oliveira,2001) :  

Let the vector 𝑥𝑥(𝑡𝑡) = [𝑥𝑥1(𝑡𝑡), … , 𝑥𝑥𝑚𝑚(𝑡𝑡)]𝑇𝑇 ∈ ℜ𝑛𝑛, and 𝑄𝑄 = 𝑄𝑄𝑇𝑇 ∈ ℜ𝑛𝑛∗𝑛𝑛 , 𝑀𝑀 ∈ ℜ𝑚𝑚∗𝑛𝑛 and 

𝑁𝑁 ∈ ℜ𝑚𝑚∗𝑛𝑛  are matrices such as 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝑀𝑀) < 𝑛𝑛  and 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝑁𝑁) < 𝑛𝑛. The following four 

statements are equivalents: 

1. 𝑥𝑥𝑇𝑇𝑄𝑄𝑇𝑇𝑥𝑥 < 0  ∀𝑥𝑥 ≠ 0  𝑠𝑠𝑠𝑠𝑠𝑠ℎ 𝑎𝑎𝑎𝑎 𝑥𝑥 = 0,𝑁𝑁𝑁𝑁 = 0                                                                  (𝐶𝐶. 11) 
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2. The orthogonal complements 𝑀𝑀⊥𝑎𝑎𝑎𝑎𝑎𝑎 𝑁𝑁⊥  and 𝑀𝑀  𝑎𝑎𝑎𝑎𝑎𝑎 𝑁𝑁, respectively, verified the 

next conditions:   𝑀𝑀⊥
𝑇𝑇𝑄𝑄𝑀𝑀⊥ < 0      𝑎𝑎𝑎𝑎𝑎𝑎     𝑁𝑁⊥𝑇𝑇𝑄𝑄𝑁𝑁⊥ < 0                                                     (𝐶𝐶. 12) 

3. There exists a scalar real 𝜎𝜎 ∈ ℜ such as: 

𝑄𝑄 − 𝜎𝜎𝑀𝑀𝑇𝑇𝑀𝑀 < 0    𝑎𝑎𝑎𝑎𝑎𝑎    𝑄𝑄 − 𝜎𝜎𝑁𝑁𝑇𝑇𝑁𝑁 < 0                                                                              (𝐶𝐶. 13) 

4. There exists a real matrix 𝑋𝑋 ∈ ℜ  such as: 

𝑄𝑄 + 𝑁𝑁𝑇𝑇𝑀𝑀 + 𝑀𝑀𝑇𝑇𝑋𝑋𝑇𝑇𝑁𝑁 < 0                                                                                                         (𝐶𝐶. 14) 

C.4 The Quadratic Matrices and its Derivatives  

The advantages of next Lemmas are the ability to decrease the conservatism 

by formulating inequalities to a quadratic and non-quadratic form and vice versa, 

as that let us define the definite positive matrix  𝑄𝑄 > 0: 

Lemma C.5: (De Oliveira,2001) 

Let  𝑄𝑄 ∈ S𝑛𝑛, and 𝑋𝑋 ∈ ℛ𝑚𝑚×𝑛𝑛 such that  𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝑅𝑅) < 𝑛𝑛; the following expressions are 

equivalent: 

1.   𝑋𝑋𝑇𝑇𝑄𝑄𝑄𝑄 < 0,                                                                                                                             (𝐶𝐶. 15) 

2.   ∃X ∈ ℛn×m ∶  Q + XR + RTXT <  0.                                                                                (C. 16) 

 

Lemma C.6 (Zhou,1988): let 𝑋𝑋 𝑎𝑎𝑎𝑎𝑎𝑎 𝑌𝑌 two matrices with appropriate dimensions. 

- let 𝛾𝛾 a positive constant: 

𝑋𝑋𝑇𝑇𝑌𝑌 + 𝑌𝑌𝑇𝑇𝑋𝑋 ≤ 𝛾𝛾𝑋𝑋𝑇𝑇𝑋𝑋 + 𝛾𝛾−1𝑌𝑌𝑇𝑇𝑌𝑌                                                                                             (𝐶𝐶. 17) 

 

Lemma C.7 (Wang,1992) : let  𝑋𝑋 𝑎𝑎𝑎𝑎𝑎𝑎 𝑌𝑌 two matrices with appropriate dimensions. The 

next inequality is always verified for any 𝑄𝑄 = 𝑄𝑄𝑇𝑇 > 0 : 

 𝑋𝑋𝑋𝑋𝑇𝑇 + 𝑌𝑌𝑌𝑌𝑇𝑇 ≤ 𝑋𝑋𝑋𝑋𝑋𝑋𝑇𝑇 + 𝑌𝑌𝑌𝑌−1𝑌𝑌𝑇𝑇                                                                                            (𝐶𝐶. 18) 

Proof (Zhou,1988) : 

𝑄𝑄 > 0 ⟹ (𝑄𝑄𝑄𝑄 − 𝑌𝑌)𝑇𝑇𝑄𝑄−1(𝑄𝑄𝑄𝑄 − 𝑌𝑌) ≥ 0 ⟺  𝑋𝑋𝑋𝑋𝑇𝑇 + 𝑌𝑌𝑌𝑌𝑇𝑇 ≤ 𝑋𝑋𝑋𝑋𝑋𝑋𝑇𝑇 + 𝑌𝑌𝑌𝑌−1𝑌𝑌𝑇𝑇          (𝐶𝐶. 19)  
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C.5 Time-Delay Transformation

Lemma C.8: (Bououden,2016) 

For any given integers 𝑣𝑣1 and 𝑣𝑣2 satisfying 𝑣𝑣1 < 𝑣𝑣2, and any matrix W, the 

following statement holds: 

� �𝑥𝑥𝑇𝑇(𝑠𝑠 + 1)𝑊𝑊𝑊𝑊(𝑠𝑠 + 1) − 𝑥𝑥𝑇𝑇(𝑠𝑠)𝑊𝑊𝑊𝑊(𝑠𝑠)�
𝑘𝑘−𝑣𝑣1−1

𝑠𝑠=𝑘𝑘−𝑣𝑣2

= 𝑥𝑥𝑇𝑇(𝑠𝑠 − 𝑣𝑣1)𝑊𝑊𝑊𝑊(𝑠𝑠 − 𝑣𝑣1) − 𝑥𝑥𝑇𝑇(𝑠𝑠 − 𝑣𝑣2)𝑊𝑊𝑊𝑊(𝑠𝑠 − 𝑣𝑣2)  (C. 20) 
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